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MY ORACLE SUPPORT

My Oracle Support (MOS) is your initial point of contact for any of the following requirements:
e Product Support:
The generic product related information and resolution of product related queries.
e Critical Situations:

A critical situation is defined as a problem with the installed equipment that severely affects service, traffic, or
maintenance capabilities, and requires immediate corrective action. Critical situations affect service and/or system
operation resulting in one or several of these situations:

o Atotal system failure that results in loss of all transaction processing capability

o Significant reduction in system capacity or traffic handling capability

o Loss of the system’s ability to perform automatic system reconfiguration

o Inability to restart a processor or the system

o Corruption of system databases that requires service affecting corrective actions

o Loss of access for maintenance or recovery operations

o Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities may be defined as critical by
prior discussion and agreement with Oracle.

Training Need:
Oracle University offers training for service providers and enterprises.

A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your local
country from the list at http://www.oracle.com/us/support/contact/index.html. When calling, make the selections in
the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request
2. Select 3 for Hardware, Networking and Solaris Operating System Support
3. Select 2 for Non-technical issue

You will be connected to a live agent who can assist you with MOS registration and provide Support Identifiers.
Simply mention you are a Tekelec Customer new to MOS.

MOS is available 24 hours a day, 7 days a week.


https://support.oracle.com/
http://www.oracle.com/us/support/contact/index.html

1. INTRODUCTION

Overview

This document describes the major upgrade procedures for the "Oracle Communications Performance Intelligence Center"
system at Release 10.5.0.2, also referred as “considered” release in this document.

This document is intended for use by trained engineers in software installation on both Oracle and HP hardware. A working-level
understanding of Linux, Oracle Database and command line interface is expected to successfully use this document.

It is strongly recommended that prior to performing an installation of the operating system and applications software, the user read
through this document.

Related Publications

For information about additional publications that are related to this document, refer to the Release Notice document. The
Release Notice document is published as a part of the Release Documentation and is also published as a separate document on
the Oracle Help Center.

For security and firewall information refer Security Guide, of the considered release.

Requirements and Prerequisites

Hardware Requirements
Please refer to Hardware Guidelines, of the considered release.

Software Requirements
The following software is required for the considered release upgrade.

Take in consideration you might need also the software from the installed release in case you would have to proceed a disaster
recovery. Refer to 10.2.1 Maintenance Guide and PIC 10.3 Maintenance Guide for detailed instruction.

The engineers must look on the latest patch available on MOS rather than using the GA release. The recommended patch will be
available on MOS Information Center

Note: For specific versions and part numbers, see the Performance Intelligence Center Release Notice.
The following software is required for the Performance Intelligence Center 10.4 upgrade.
Oracle Communication GBU deliverables:

*  Management Server
*  Mediation Server

*  Mediation Protocol

«  Acquisition Server

»  Acquisition Datafeed
- TPD


http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1984685.2

All the software must be downloaded from Oracle Software Delivery Cloud (OSDC)

https://edelivery.oracle.com/

Please refer to KM notes which are constantly updated with last improvements:

Title

MOS

Upgrade Oracle Communications Performance Intelligence Center, Is providing KM_1984685.2
some guidances

Reference Documents

7]
(8]
9]
(10]

(11]
[12]
[13]
[14]

Platform Configuration Guide, Tekelec Platform release 8.10

TPD Initial Product Manufacture, Tekelec Platform release 8.10

PM&C Incremental Upgrade, Tekelec Platform release 8.10

HP Solutions Firmware Upgrade Pack 2.2.10, Tekelec Platform release 8.10

Oracle Firmware Upgrade Pack, Tekelec Platform release 8.10

Tekelec Default Passwords, CGBU ENG 24 2229 (restricted access, refer to Appendix
A: My Oracle Support)

Hardware Guide, G10371-01, Performance Intelligence Center release 10.5

Security Guide, G10370-01, Performance Intelligence Center release 10.5
Release Notice, G49258-01, Performance Intelligence Center release 10.5.0.2

Patch Installation Guide, G10364-01, Performance Intelligence Center release 10.5,
(formerlyIncremental Upgrade)

Installation Guide, G34753-02, Performance Intelligence Center release 10.5.0.1

Maintenance Guide, G10365-01, Performance Intelligence Center release 10.5

10.2.1 Maintenance Guide, E77489-01, Performance Intelligence Center release 10.2.1

10.3.0 Maintenance Guide, E98799-01, Performance Intelligence Center release 10.3.0



https://edelivery.oracle.com/
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1984685.2
https://docs.oracle.com/en/industries/communications/tekelec/index.html
https://docs.oracle.com/en/industries/communications/tekelec/index.html
https://docs.oracle.com/en/industries/communications/tekelec/index.html
https://docs.oracle.com/en/industries/communications/tekelec/index.html
https://docs.oracle.com/en/industries/communications/tekelec/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
https://docs.oracle.com/cd/E77478_01/doc.1021/E77489_01.pdf
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html

2. Major Upgrade Overview Flowcharts

Performance Intelligence Center High-level Major Upgrade

This flowchart describes the Performance Intelligence Center high-level major upgrade overview. Referring to the graphic below
the applicable order of each component is depicted and for each component the applicable flowchart is identified by section of
this document where it is located.

Described major upgrade procedures are applicable to systems installed in 10.2.1 and 10.3.0 releases. Following this procedure,
the system will be upgraded to 10.4.0 release

It is recommended to upgrade the firmware needs to the latest Oracle supported levels for all hardware components, however this
firmware upgrade is not mandatory.

The system on the source release may install all patches applicable to source release prior the major upgrade, but it is not mandatory.
However once the system is updated to target release it is mandatory to apply all the available necessary patches.

In PIC 10.4, the upgrade will be performed using the incremental upgrade procedure, in this procedures there is no need for the OS re-
installation. The PIC applications can be directly upgraded without the OS re-install. The OL upgrade should be managed separately
and is not considered in the PIC application upgrade.

PIC 10.5.0.2 does not support major upgrade from 10.4.0.4. Customers need to follow disaster recovery mechanism to
migrate from 10.4.0.4 to 10.5.0.2.

PIC 10.5.0.1 NSP does not support major upgrade from 10.5. Customers need to follow disaster recovery mechanism to
migrate from 10.5 NSP to 10.5.0.1 NSP.

PIC 10.5.0.2 IXP & XMF support DIU upgrade. DIU ISO will be used to upgrade IXP & XMF from 10.5 to 10.5.0.2.
PIC 10.5.0.2 NSP support major upgrade from 10.5 allong with Weblogic upgrade ( from WL 14.1.1 to 14.1.2)

Note:
1. Initial health check at least 2 weeks before the planned operation in order to have time to replace defective hardware
2. Optional Firmware upgrade to the latest release available.
3. PM&C Platform upgrade for potential security fixes
4. In case the upgrade of management server is upgraded using the OS re-installation mode then pre-upgrade health

checkup and global healthcheck from this document should be performed and for the upgrade procedure the Installation
document should be followed. The NSP database backup must be validated and saved for the OS re-install mode.



Figure 1. High level upgrade
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Packaging Major Upgrade Overview

This chapter covers packages combining multiple Performance Intelligence Center components in a Virtual Environment.

These packages are for the “Integrated DSR Monitoring Prepackage” and for any customized packaging compliant with the
Installation Guide, of the release 10.5.0.2.0.

All components are upgraded individually in their own Virtual Machine, considered as the host of each component. In other
words, the same approach than for legacy upgrade can be applied

Management Server Upgrade Overview
The major upgrade on MGMT standard server shall use the incremental upgrade strategy, where the system will be upgraded
with latest release without the need for any OS or application re-installation. The configuration database is used and migrated

during the procedure.
Note:

1. PIC10.5.0.2 does not support Major upgrade from 10.4.0.4. Take the DB backup of 10.4 MGMT & restore in
fresh installed PIC 10.5.0.2 MGNT for the migration.

2. PIC10.5.0.2 support Major upgrade from 10.5 along with Weblogic upgrade from 14.1.1 to 14.1.2. The steps
to upgrade frem 10.5 to 10.5.0.2 is given in the section “Upgrade from PIC Release 10.5.0.0 to 10.5.0.2”

3. PIC10.5.0.2 support incremental upgrade from 10.5.0.1. The steps are given in the section “Upgrade from
PIC Release 10.5.0.1 to 10.5.0.2”

The upgrade procedure is valid for configurations of previous release (10.2.1 and 10.3.0) on Standard Oracle Linux platform

11
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Figure 2. Management Server Major Upgrade
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Acquisition Major Upgrade Overview

This flowchart depicts the sequence of procedures that must be executed to upgrade standalone Probed Acquisition Server and
Integrated Acquisition subsystem.

For Integrated DSR Monitoring based on Probed Acquisition, proceed in the same manner.

Note: PIC 10.5.0.0 and latter release of Acquisition server supports only DIU upgrade as a part of major upgrade.
Please follow DIU upgrade chapter for the major upgrade of PIC 10.5.0.2 Acquisition server.

Depending on the number of servers for a particular function, the required procedures depicted in the flowchart will need to
be repeated.

CAUTION: This procedure is introducing some data loss for the customer.
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Figure 3. Acquisition Major Upgrade
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Mediation Server Major Upgrade Overview

This flowchart depicts the sequence of procedures that must be executed to upgrade the Mediation subsystem and associated server
functions.

The Mediation subsystem consists of the following types of servers at the beginning of the procedure:

*  Mediation PDU storage server (not existing for Mediation freshly installed in 10.2)

. Mediation Base server

Mediation subsystem major upgrade procedure is triggered from one server only and runs in parallel on all servers in the
subsystem.

Figure 4. Mediation Major Upgrade

PDU / BASE #1. #2. ...

Mediation Server Pre-Upgrade Configuration, estimation : 20 min

v

Mediation Server Upgrade, estimation: 30 min

v

Mediation Server Post-Upgrade Healthcheck estimation: 5 min

v

Discover Mediation application in Centralized Configuration, estimation : 10

v

Install xDR Builders, estimation : 15 min

v

Mediation Subsystem Healthcheck , estimation : 5 min

v

Upgrade DTO Package , estimation : 10 min

v

Mediation Server Post-Integration Configuration
Estimation : 5 min

3
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Note: PIC 10.5.0.0 and latter release of Mediation server supports only DIU upgrade as a part of major upgrade.
Please follow DIU Upgrade chapter for the major upgrade of PIC 10.5.0.2 Mediation server.
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3. Major Backout Overview Flowcharts

The backout is design to come back to the previous release. It will be done using the DR procedures of the source
release installed, Maintenance Guide of Release 10.5.0.0

Management Server Major Backout

NSP application major backout is implemented as a Disaster Recovery procedure. Follow Maintenance Guide
10.5.0 of the source release to find a Disaster Recovery Procedure.

Acquisition Server Major Backout

Acquisition application major backout is implemented as a Disaster Recovery procedure. Follow Maintenance
Guide of 10.5.0 of the source release to find a Disaster Recovery Procedure.

Mediation Server Major Backout

Mediation application major backout is implemented as a Disaster Recovery procedure. Follow Maintenance Guide
of 10.5.0 the source release to find a Disaster Recovery Procedure.

16
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4. Healthcheck

Mediation Subsystem Healthcheck

This procedure describes how to run the automatic healthcheck of the Mediation subsystem, including connectivity
to the DWS:

1.

Open a terminal window and log in on any Mediation Server in the Mediation subsystem you want to
analyze.

As cfguser, run:

$ analyze_subsystem.sh

The script gathers the healthcheck information from all the configured servers in the subsystem. A list of
checks and associated results is generated. There might be steps that contain a suggested solution. Analyze
the output of the script for any errors. Issues reported by this script must be resolved before any further use
of this server.

The following examples show the structure of the output, with various checks, values, suggestions, and
errors.

Example of overall output:

[cfguser@ixp2222-1a ~]$ analyze_subsystem.sh

--- ANALYSIS OF SERVER ixp2222-1a STARTED
10:16:05: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0
10:16:05: date: 05-20-11, hostname: ixp2222-1a

10:16:05: TPD VERSION: 4.2.3-70.86.0

10:16:05: IXP VERSION: [7.1.0-54.1.0]

10:16:05: XDR BUILDERS VERSION: [7.1.0-36.1.0]

10:16:05: -=-=-======mmmmm e e

10:16:05: Analyzing server record in /etc/hosts

10:16:05: Server ixp2222-1b properly reflected in /etc/hosts file
10:16:05: Analyzing IDB state

10:16:05: IDB in START state

12:21:48: Analyzing disk usage

10:24:09: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER ixp2222-1b

ixp2222-1a TPD:[ 4.2.3-70.86.0 ] IXP:[ 7.1.0-54.1.0 ] XB:[ 7.1.0-36.1.0] O
test(s) failed
ixp2222-1b TPD:[ 4.2.3-70.86.0 ] IXP:[ 7.1.0-54.1.0] XB:[ 7.1.0-36.1.0] O

test(s) failed

Example of a successful test:
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10:24:08: Analyzing DagServer table in IDB
10:24:08: Server ixp2222-1b reflected in DagServer table

Example of a failed test:

12:21:48: Analyzing IDB state

12:21:48: >>> Error: IDB is not in started state (current state X)

12:21:48: >>> Suggestion: Verify system stability and use 'prod.start' to start
the product

Open a terminal window and log in as cfguser on any Mediation Server in the Mediation subsystem and use
the following command to have the list of the DatawareHouse

[cfguser@ixp0101-1a ~]$ Imysql.client

Welcome to the MySQL monitor. Commands end with ; or \g.
Your MySQL connection id is 16501

Server version: 5.1.66 Source distribution

Copyright (c) 2000, 2012, Oracle and/or its affiliates. All rights reserved.
Oracle is a registered trademark of Oracle Corporation and/or its
affiliates. Other names may be trademarks of their respective

OWners.

Type 'help;' or \h' for help. Type '\c' to clear the current input statement.

mysql> select concat(Login , '/', Password , ‘@', Host , '/', Instance) from DatawareHouse;

+ 3
| concat(Login , /', Password , '@" , Host , '/, Instance) |
+ S

| IXP/IXP@10.253.142.203/IXP |
| IXP/IXP@10.253.142.204/1XP |
+ +

1 row in set (0.01 sec)

mysql> exit

Then, for each line, make sure that the database is accessible by using the following command:

[cfguser@ixp0101-1a ~]$ sqlplus IXP/IXP@10.253.142.203/1XP
SQL*Plus: Release 11.2.0.2.0 Production on Thu Sep 11 04:57:14 2014

Copyright (c) 1982, 2010, Oracle. All rights reserved.
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Connected to:

Oracle Database 119 Enterprise Edition Release 11.2.0.3.0 - 64bit Production
With the Partitioning, Automatic Storage Management, OLAP, Data Mining
and Real Application Testing options

SQL> exit

Note: Some of the XDR/KPI sessions are stored on different servers in the XxDR Storage pool. As
Centralized XxDR Builder upgrade is analyzing all session that are configured on particular Mediation
subsystem, all Oracle servers where those sessions are stored must be accessible. Otherwise Centralized
XDR Builder upgrade will fail.

Acquisition Server Healthcheck

This procedure describes how to run the health check script on Acquisition servers.

The script gathers the health check information from each server in the Integrated Acquisition subsystem or from
Probed Acquisition server. The script should be run from all the servers of the Integrated Acquisition subsystem or
probed server. The output consists of a list of checks and results, and, if applicable, suggested solutions.

1. Run the automatic healthcheck script and verify output
a. Runanalyze_server.sh script as cfguser on all the servers in the sub-system :
$ analyze_server.sh -i
b. Analyze the output of the script for errors. Issues reported by this script must be resolved before
any further usage of this server. Verify no errors are present. If the error occurs, refer to My

Oracle Support.

Note: For a standalone, there will be only one server in the output. Example output for a
healthy server:
Example output for a healthy server in a subsystem:

04:57:30: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0
04:57:31: date: 02-26-16, hostname: imf9040-1a

04:57:31: TPD VERSION: 7.6.2.0.0-88.58.0

04:57:31: XMF VERSION: [ 10.4.0.0.0-1.7.0 ]

04:57:32; —--m-m-mmmmmemm e

04:57:32: Checking disk free space

04:57:32: No disk space issues found
04:57:32: Checking syscheck - this can take a while
04:57:43: No errors in syscheck modules
04:57:44: Checking statefiles

04:57:44: Statefiles do not exist
04:57:44: Checking runlevel

04:57:45: Runlevel is OK (4)

04:57:45: Checking upgrade log

04:57:45: Install logs are free of errors
04:57:45: Analyzing date

04:57:46: NTP deamon is running
04:57:46: IP of NTP server is set
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04:57:46: Server is synchronized with ntp server

04:57:47: Analyzing IDB state

04:57:47: IDB in START state

04:57:47: Checking IDB database

04:57:48: iaudit has not found any errors

04:57:48: Analyzing processes

04:57:49: Processes analysis done

04:57:49: Analysing database synchronization

04:57:50: Either Database synchronization in healthy state or errors found are non-blocking
04:57:50: Checking weblogic server entry

04:57:50: Appserver is present

04:57:50: All tests passed. Good job!

04:57:51: ENDING HEALTHCHECK PROCEDURE WITH CODE 0

Management Server Pre-Upgrade Healthcheck and Settings
This procedure describes pre-upgrade checks on Management Server together with a few configuration settings.

Note: In Final Health Check, this procedure must be skipped.

1. Builder Upload and Dry Run
This step is added as a pre-upgrade check to inform user about possible removal of dictionary fields that
impact the queries and filters. In this step, it is only recommended to install new xdr builder RPM on
management server when it is still on previous release and execute the Dry Run report from upgrade utility.

l. Install Builder 1ISO on Management Server
a. Copy the xDR builder ISO to the Management Server primary Weblogic server or insert XDR
Builder CD-ROM.
b. Login to the Management Server.
c. Asrootrun:
# cd /opt/nsp/scripts/oracle/cmd
# ./install_builder.sh
d. You will be prompted:
Please enter path to Builder CDROM or ISO [/media/cdrom]
e. Choose one of the following:

» If you have used ISO file enter the exact path including the ISO name
*  Ifyou have used CDROM press <ENTER>

f.  Wait until installation finishes.

1. Verification of 1ISO installation on Management Server.
a. Login to the NSP application interface as TklcSrv user.
Click Upgrade Utility
Click on Manage Builder Rpm on the left tree.

It will display the list of the xDR builder rpm. One of them is the one that belongs to the ISO file
installed in the previous step. The state will be Not Uploaded.

The list will also display the supported platform of the builder ISO file. The supported platform
can be “32 bit”, “64 bit” or “32,64 bit”. The supported platform “32, 64 bit” means that same
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version of builder ISO has been installed twice, one that supports 32 bit and the other that supports
64bit.

Dry run
Login to the NSP GUI as TklcSrv user.
Launch Upgrade Utility
Click on Manage Builder Rpm on the left tree.

It will display the list of the xDR builder rpm. Select the RPM which you want to upgrade and
choose Dry Run option from the tool bar.

Dry Report will be generated for each dictionary indicating changes done on the new dictionaries
(Added/Removed/Deprecated field(s))

This report is just an information at this time but will be very useful to finalize the upgrade and
to prepare in advance what would be required to be done. It will also display the name of the
configuration which are using deprecated field and configurations which will become incompatible
after removal of field.

If there are configurations (Query/Protrag/xDR filter) on the removed field, then modify those
configurations to remove the use of removed field. Otherwise those configurations will be removed
from the NSP when you upload the builder RPM.

The dry run can’t anymore be executed once the new package would be installed on the Mediation
subsystem but you would have access to similar information on the deprecated fields menu you
can access from the utility home page.

Uninstall the Builder RPM from management server
Login to the NSP GUI asTklcSrv user and Launch Upgrade Utility

b. Click on Manage Builder Rpm on the left tree.

It will display the list of the xDR builder rpm. Select the RPM which was used for dry run and
click the delete option from the tool bar.

Upgrade Configurations using Deprecated Field(s)

This step is to be performed to upgrade configurations which are using Deprecated field(s) so as to make sure
none of the configuration will use Deprecated field which may get removed in later releases.
Note that a patch was never introducing new deprecated field and this procedure should be rarely necessary.

1.
2.
3.

Login to Management application interface as TklcSrv user.
Click Upgrade Utility

Click Dictionaries with Deprecated Field(s) link on home page, this will a list of dictionaries having
deprecated field(s).

Select any one of the dictionaries and choose View Dependent Configurations icon from tool bar.

This will display list of KPIs, Queries and Filters using deprecated fields. You can also export this list by
clicking on Export button given on that popup. If there are no dependent configurations then this list will
be empty.

Take care to check each Tab and not Only the default one KPI.
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The Screen shot bellow shows an example where the job has not been done at the end of
the previous upgrade.

hitp://127.0.0.1/proupgrade/proupgrade/proupgrade html# L - 2 X || & Welcome to Upgrade Utility

|@poTmee | unified Documents - csgwic || 7 5

Network software platform Hric Alarm Guide Vou're logged as TklcSrv 0 Logout

—_—r—
——
. AN
TEKEEC X TEKELEC

£ Builder RPM Upgrade

(L] Manage Builder RPM

(L] View Builder RPIM(s)Status

[] Upgrade Session

H User preferences

Configurations on Deprecated Fields

E| 3| 2|

Basic Information

H Dictionary Name 557 INAP TDR_7.2.2

[] |1 |ss7aNTDR]Nersion 722

[] |2 |IPSCTPstats| Protraq Query Filter

0 |3 [RanussDTH | €| K| B | #d|45 ﬂl’aw 1/1 Records: 44

4 | SSTINAPTDH - e Depricated Fields

[ |5 |[RANMMTOR] = 1 [For_OUD Messageld,Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue

7] |6 |SS7UsageWq| =2 [2Msu Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CallConnectedElapsed TimeValue

[0 |7 |SSTM3UAStE | = (3 |ant_inap_test Messageld, Accept TimeNb, CallAtremptElapsed TimeValue, CallConnectedElapsed TimeValue

[0 |8 |SS7TMZPASE|| = |4 [1MsU Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CallConnectedElpsed TimeValue

[ |9 |SS7TBSSMAP| I =[5 |test kil b Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CallConnectedElapsed TimeValue
[[] |6 |MNNK_SDP Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CallConnectedElzpsed TimeValue
[ 7 |am Messageld,Accept TimeNb, CallattemptElapsed TimeValue, CallConnectedElapsed TimeVvalue
1|8 |[perm Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedEkpsed TimeValue
7|9 |mscP_sPB_ann | Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
[£] 10| TC-ABORT Messageld, Accept TimeNb, CallattemptElapsed TimeValue, CallConnectedElpsed TimeValue
[ | 11| Transaction © Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedEhpsed TimeValue
[ | 12| Temporary failure | Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedElapsed TimeValue
[[] |13 | M5501_em Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CallConnectedElzpsed TimeValue
[[] | 14|250016819773689 | Messageld, Accept TimeNb, CallatremptElapsed TimeValue, CallConnectedElapsed TimeValue
[ | 15| short_Moscow Messageld, Accept TimeNb, CallAttemptElapsed TimeValue, CalConnectedEkpsed TimeValue
[ m =S
< Export | 3 Close

2. Performance Intelligence Center backup
The main goal of this step is to make sure that for upgrade latest backup is taken and backup must contain
the global backup. The latest backup shall already contain the global backup so the latest available nightly
backup can be used, however it is always recommended to take the global backup manually.

Make sure that before the backup is taken all the pending configuration
changes are applied and if not then apply the configuration changes.

Go to the path /opt/nsp/scripts/oracle/cmd and run the below script.

# sh launch_pic_global_backup.sh
Note: The script will prompt for the Management DB password during execution. Please provide the DB
password.
The above script will take the Management Server backup on one box server or oracle box server along
with the Mediation Server/Acquisition Server backup at path
Jopt/oracle/backup/NSP_BACKUP_XX_XX_XX_XX_XX_XX
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Note: Please verify export realm directory inside upgrade backup
(/opt/oracle/backup/upgrade_backup/exportrealm) directory on one box server or primary box server that
its content has latest timestamp (approximately the same timestamp when the latest backup folder was
created).

& Any changes done after the backup will be lost!

3. Check Management Server Backup is valid
This procedure describes different steps to be followed for checking the backup of Management Server is
valid. It is useful to have this backup in case of restoring the setup need arising from upgrade failure
There must be one directory for the last seven days and it is recommended to copy in a safe place the full
content of at least the last of this directory.

# cd /opt/oracle/backup

#ls-Ih

drwxrwxrwx 9 root  root 4096 Jun 28 22:01 NSP_BACKUP_06 28 12 22 00 01
drwxrwxrwx 9 root  root 4096 Jun 29 22:01 NSP_BACKUP_06_29 12 22 00_02
drwxrwxrwx 9 root  root 4096 Jun 30 22:01 NSP_BACKUP_06_30_12 22 00 01
drwxrwxrwx 9 root  root 4096 Jul 122:01 NSP_BACKUP_07_01 12 22 00 01
drwxrwxrwx 9 root  root 4096 Jul 2 22:01 NSP_BACKUP_07_02_12 22 00_01
drwxrwxrwx 9 root  root 4096 Jul 322:01 NSP_BACKUP_07_03 12 22 00 01
drwxrwxrwx 9 root  root 4096 Jul 4 22:01 NSP_BACKUP_07_04_12_22 00_01

a. Check whether the Management Server backup is on external drives or not.

Login as root on Management Server and execute below commands.

# cd /opt/oracle/backup

#df-h.

Filesystem Size Used Avail Use% Mounted on
/dev/sdd1l 275G 1.1G 274G 1% /usr/TKLC/oracle/backup

The outputs shown above are examples but they shows that /usr/TKLC/oracle/backup directory is
mounted on /dev/mapper/nsp_backup_vol partition in case of blade machines or on /dev/sdd1
partition in case of RMS machines. These partitions are on external storage array. If the output is
not similar as shown above then do not proceed further and refer to My Oracle Support.

b. Check the content of the last backup directory
-rw-r--r-- 1root root 391K Mar 24 22:01 apache-conf.tgz
-rw-r--r-- 1root root 169 Mar 24 22:01 backup.log
-rw-r--r-- 1root root 186 Mar 24 22:00 boot.properties
drwxr-xr-x 10 root  root 4.0K Mar 24 22:00 config
-rw-r--r-- 1root root 6.9K Mar 24 22:01 customer_icon.jpg
-rw-r--r-- 1 oracle oinstall 3.0M Mar 24 22:01 ExpNSP.dmp.gz
-rw-r--r-- 1 oracle oinstall 52K Mar 24 22:01 EXpNSP.log
drwxr-xr-x 2 root  root 4.0K Mar 24 22:00 exportrealm
-rw-r--r-- 1root root 230k Mar 24 22:01 failedconnection.txt
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-rw-r--r-- 1root root 2.5K Mar 24 22:01 global_versions.properties

-rw-r--r-- 1root root 235 Mar 24 22:01 hosts

-rw-r--r-- 1root root 1585 Mar 24 22:01 hosts.csv

-fw-r--r-- 1root root 163 Mar 24 22:01 ifcfg-eth01

-rw-r--r-- 1root root 23 Mar 24 22:01 ifcfg-eth02

-rw-r--r-- 1root root 47K Mar 24 22:01 install.log
drwxrwxrwx 2 root  root 4096 Mar 24 22:01 IXP

-rw-r--r-- 1root root 59M Mar 24 22:01 jmxagentproperties.tgz
drwxr-xr-x 7 root  root 4.0K Mar 24 22:00 Idap

-rw-r--r--  1root root 85 Mar 24 22:01 network

-rw-r--r--  1root root 600 Mar 24 22:01 nsp_setenv.sh

-rw-r--r-- 1root root 1.6K Mar 24 22:01 ntp.conf

-rw-r--r-- 1root root 298 Mar 24 22:01 optional_modules_list
-rw-r--r-- 1root root 320 Mar 24 22:00 preBackupTests.log
-rw-r--r-- 1root root 148 Mar 25 05:44 restore_10.248.19.35.log
-rw-r--r-- 1root root 64 Mar 24 22:00 SerializedSystemIni.dat
-IW------- 1lroot root 0 Mar 24 22:01 snmpd.conf

drwxrwxrwx 2 root  root 4096 Mar 24 22:01 XMF

Make sure the file ExpNSP.dmp.gz exist and have a size coherent with the amount of data of your
customer. Check the content of ExpNSP.log

Check the content of Mediation backup folder

-rw-r--r-- 1 root  root 610 Mar 24 22:01 IXP_ixp1000-1a.tgz
-rw-r--r-- 1 root  root 645 Mar 24 22:01 1XP_ixp1000-1b.tgz
-frw-r--r-- 1 root  root 560 Mar 24 22:01 IXP_ixp1000-1z.tgz

Copy following file manually from all the servers in mediation sub-system and keep inside
mediation backup for individual servers

Jusr/TKLC/TKLCixp/prod/lib/plugins/build/SCTPPathNaming.cnf

Check the content of Acquisition backup folder
-rw-r--r-- 1 root  root 296 Mar 24 22:01 XMF_xmf-9010.tgz

Verify that global_version.properties file must be present in the latest backup directory, verify that

a.

global_version.properties file inside the latest backup directory.

ExpNSP.dmp.gz file should not be empty and check no errors in the content of ExpNSP.log
In exportrealm directory four files i.e. DefaultAuthenticator.dat, DefaultCredential Mapper.dat,
XACMLAuthorizer.dat, XACMLRoleMapper.dat should be present

Copy the SSL certificates if present on the server and keep them into backup directory
/opt/oracle/backup/NSP_BACKUP_XX_XX_XX_XX_XX_XX

Note: The above certificates must be restored manually after the management server upgrade to

prevent warning about the SSL certificate error in case of https access.
run healthcheck:
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For the ISO file, run:
# sh /mnt/upgrade/health_check/healthcheck nspbackup.sh

[root@nsp9 health_check]# sh healthcheck_nspbackup.sh

Last NSP backup is /opt/oracle/backup/NSP_BACKUP_03_30_14 22 00_01

Verifying expected files in /opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01 directory
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/jmxagentproperties.tgz File exists
[OK].

/opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01/bulkconfig File exists [ OK ].
lopt/oracle/backup/NSP_BACKUP_03 30 _14 22 00 01/ExpNSP.dmp.gz File exists [ OK].
/opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01/hosts File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 _01/ifcfg-ethO File does not exists [ NOT

OK1.

/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 _01/ifcfg-ethl File does not exists [ NOT
OK1.

/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/ifcfg-eth01 File does not exists [ NOT
OK1].

lopt/oracle/backup/NSP_BACKUP_03 30_14 22 00 _01/ifcfg-eth02 File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/ifcfg-bond0.3 File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/ifcfg-bond0.4 File does not exists
[ NOT OK1].
/opt/oracle/backup/NSP_BACKUP_03 30 _14 22 00_01/network File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/nsp_setenv.sh File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01/ntp.conf File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/optional_modules_list File exists
[OK].
/opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01/snmpd.conf File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 _14 22 00 01/apache-conf.tgz File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01/exportrealm/DefaultAuthenticator.dat
File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 _14 22 00_01/exportrealm/DefaultCredentialMapper.d
at File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30_14 22 00_01/exportrealm/XACMLAuUthorizer.dat
File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00_01/exportrealm/XACMLRoleMapper.dat
File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/customer_icon.jpg File exists [ OK ].
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00_01/global_versions.properties File exists
[OK].
Verifying size of NSP DMP file
/opt/oracle/backup/NSP_BACKUP_03 30 14 22 00 01/ExpNSP.dmp.gz file size is [ OK ]
Health check complete

Note: In above example eth01 & eth02 interface will be present in case of RMS and ifcfg-bond0.3
&& ifcfg-bond0.4 will be available in case of blade server. Note that Blade is no more supported
in this release.
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f.  Copy backup directory

Login as a root user on Management Server.

Verify the Management Server backup on which the healthcheck was performed is present and is the
latest backup. Execute the below command to find out the latest backup directory:

# Is -dtr /opt/oracle/backup/NSP* | tail -1

/opt/oracle/backup/NSP_BACKUP_09 03 14 22 00 01

In case of any discrepancy, don’t proceed further and refer to My Oracle Support.

Verify the size of Management Server backup & space available on external server to be used for storing
backup.

Command to verify the size of the backup:
# du -sh /opt/oracle/backup/NSP_BACKUP_XX_ XX XX XX XX XX

89M /opt/oracle/backup/NSP_BACKUP_09 03 14 22 00 01

Command to verify the available space on the external server, where the backup is to be copied:
# Login to the server as root

# df —kh

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vgroot-plat_root 1008M 333M 625M 35%/

tmpfs 20G 0 20G 0% /dev/shm
/dev/sdal 248M  41M 196M 18% /boot
/dev/mapper/vgroot-plat_tmp 1008M  43M 915M 5% /tmp
/dev/mapper/vgroot-plat_usr 40G 26G 12G 69% /usr
/dev/mapper/vgroot-plat_var 1008M 184M 774M 20% /var
/dev/mapper/vgroot-plat_var_tklc 7.9G 6.3G 13G 84% /var/TKLC
/dev/mapper/vgroot-plat_nsp 237G 20G 205G 9% /usr/TKLC/nsp

/dev/mapper/vgroot-plat_oracle 79G 44G 3.2G 59% /usr/TKLC/oraclell

Select the partition where the sufficient space is available for the backup and use that partition for
copying. The above output is just the sample output and it can be different depending on the external
server used.

Copy the latest backup folder on the external server at the path identified in the previous step, using
below command

# scp -r /opt/oracle/backup/NSP_BACKUP_XX XX XX XX XX XX <Server
IP>/<Directory_Path>

Global Healthcheck
Note: In Final Health Check, this procedure must be skipped.

CAUTION: Make sure you can access the iLO/iLOM interface of all servers and you can
open the remote console for each server. The software installation through SSH is
blocked and it can be done only on the server console itself or using iLO for HP servers
and iLOM for Oracle servers.

1. System Cleanup
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Discuss with the customer to clean up the system as much as possible in order to reduce the risk and
avoid any issue due to some objects that would no more be used.

2. Engineering Document
Make sure you get the latest available engineering document and it is up to date.

The latest version should be documented on the Customer Info Portal, as well as the current password
for the admin users

3. XDR Session Status
Navigate from the home screen to Troubleshooting Application
NOTE: Look for any sessions that are lagging behind the current time.

a. View All records
b. Filter by end date

c. End date must be the correct time
d. Screen capture the information

Verify which sessions are lagging.
Statistics sessions must also be considered but take in consideration records are periodically generated.

Try to access the session it-self and check the session content and especially make sure the PDU are
properly recorded.

4. Systems Alarms

Access the system alarm and fix all alarms on the system. In case some alarms can’t be fixed due to
overloaded system for example, the remaining alarms before the upgrade must be captured in order to
compare with the alarms we would get at the end of the upgrade.

5. Alarm Forwarding

Make Sure the Target Server is added in hosts file. Remove entry for 127.0.0.1 and add alias localhost
for the Target Server in the hosts file.

For Example the /etc/hosts should look like below. Here the entry corresponds to the target server.
XX.XX.XX.XXX hostname localhost

Connect on Management Server and Navigate in platcfg menu to check the SNMP and SMTP
configuration.

Make sure the SNMP and SMTP configuration are up to date in the Engineering Document.
6. KPI Application

Access to KPI configuration and check which configuration are NOT-SYNC
7. Dashboard

Access to Dashboard configuration and check each dashboard is working fine
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8. DataFeed
Access to the DataFeed configuration and capture the Feed Status

Make sure each Feed configuration is Documented in the Engineering Document

9. Scheduler

Access to the Scheduler and check the scheduled tasks configured are working as expected.

Make sure each task is documented in the Engineering Document.
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5. Management Server Major Upgrade

This section provides the procedures for upgrading the Applications.

Management Pre-Upgrade Check

1.

Make sure you executed the sections:

a) Management Pre-Upgrade Health check and settings
b) Performance Intelligence Center backup

c) Upgrade configuration using deprecated fields

d) Check Management Backup is Valid

Check minimum free disk space in /opt/oracle/backup

a) Asroot run:
# df -kh /opt/oracle/backup
Example output:
Filesystem Size Used Avail Use% Mounted on
/dev/cciss/c0d2pl 67G  11G 57G 16% /opt/oracle/backup
b) Check the space available under Avail column of this table. This should be at least 15-20 GB approx.
e.g. in above table shown total space available is 57GB.
Note: If total available space is less than 2 GB, then do not continue with upgrade. Refer to My Oracle

Support.

Generate the “Bulk Export Configurations” and “Create Configuration Report”

Go to the Centralized Configuration home page and click on the link to generate this files.

Keep it in a safe place on your laptop in the worst case where even a disaster recovery would not work with
would help you to get in information, in order to re-create the configuration.

Synchronize the Integrated Acquisition

Go to the Centralized Configuration and synchronize the Integrated Acquisition in the acquisition part
before to start any operation in order to avoid discovering new links while the upgrade. Proceed to an
“Apply changes” if some are to do.

Take care if the Custom Name Override feature is enable on the link set, the names would be replaced by

the one used on the Eagle.
The function is available on the Linksets list page tool bar.
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J @‘f| €| 3’|5}| @|@|JJJJJ! 25 ﬂpage: 1/7 Records: 157

[ Linkset Custom Name
] |1 |stp9070901-ss110111  [i4
2 | stp9070901-155120611 8
[ |3 |stp9070901-s511031n | Set Link Custom Name Override
[ |4 |stp9070901-ss110411 €D ] ] ] ] ] _
Setting the Linkset Name Override to 'Enabled will replace the Linkset Custom Mame
] |5 |s=tp9070901-Is512081 O with the Eagle Name for each IMF monitored Linkset. gle_10¢
] |6 | stp9070901451207atms 8 In ad_dition, whenever discovery occurs, the Linkset Custom Name will be setto gle_12-
the discovered Eagle Name.
T stp9070901-151313n7 gle_14¢
[l
Ifthe Linkset Mame Override is setto ‘Disabled’, the Linkset Custom Name will not
8 tp9070901-151313n6 : le_14f
O st s n 8 be setto the Eagle Name during discovery. gle_
[ |9 |stp9070901-spr153602 | ) ] . ) ] gle_14¢
. The 1 selected Linksets with valid Eagle Name values will be modified on the subsystem(s).
@enavle | ¢ ipisavle | $gcancel |
{0 SS7 Link listfor Linkset stp9070901-1ss110117
[#] €€| €| 3’|95| @|@|@| & & | 25 %/ | Page: 1/1 Records: 1

# | Link Custom Name ipti Interface Name | Protocol Name | Error Correction
O 1 stpB070901-1ss110111-0 | stpR070901-155110111-0 0 FASTCOPY_M2PA | M2PA_SCTP_N MONE

Upgrade Management Server
Upgrade from PIC Release 10.5.0.1 to 10.5.0.2
1. Check Management Server Backup

Note: This is the time user can copy the verified backup from the external server to this server, if not
already present.

a. Login as root user on the server.

b. Verify the Management Server backup on which the healthcheck was performed using “section
Check Management Server Backup is valid “is present and is the latest backup. Execute the
below command to find out the latest backup directory:

# Is -dtr /opt/oracle/backup/NSP* | tail -1
/opt/oracle/backup/NSP_BACKUP_09 03 14 22 00_01

c. Change the rights of the Backup before starting the upgrade.

# chmod -R 777 /opt/oracle/backup/NSP_BACKUP*

In case of any discrepancy, don’t proceed with upgrade and refer to Error! Reference source not found.

2. Upgrade Management Server
a) Login as root user on terminal console of Management server.
b) Copy nsp_procs_upgrade.sh to /opt/nsp/nsp-package/framework/install/dist/install/scripts
c) Copy nspservice to /etc/init.d and /opt/nsp/nsp-package/framework/install/dist/install/service_scripts

locations.

=/ <}

nsp_procs_upgrade.s nspservice
h

d) Copy the Management ISO on server.
e) Mount the ISO file
# mount -0 loop iso_path /mnt/upgrade
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where iso_path is the absolute path of the Management ISO image, which includes the name of the
image (for example, /var/ORCL/iso_file_name.iso).
f)  Asroot, run:
Note: Run this procedure via iLO or through any disconnectable console only.
# /mnt/upgrade/upgrade_nsp.sh
Note: /mnt/upgrade is the mount point where Management ISO is mounted
g) Wait for Management upgrade to get complete. Remove this file to save disk space.
As root, run:
#rm -f /var/ORCL/iso_file
where iso_file is the absolute path of the ISO image, which includes the name of the image.
After the installation the server will restarts automatically. Log back in and review the Management
installation log ( /var/log/nsp/install/nsp_install.log. If Management did not install successfully, contact

My Oracle Support.

Upgrade from PIC Release 10.5.0.0 to 10.5.0.2

1- Check Management Server Backup

Note: This is the time user can copy the verified backup from the external server to this server, if not
already present.

d. Login as root user on the server.

e. Verify the Management Server backup on which the healthcheck was performed using “section
Check Management Server Backup is valid “is present and is the latest backup. Execute the
below command to find out the latest backup directory:

# Is -dtr /opt/oracle/backup/NSP* | tail -1
/opt/oracle/backup/NSP_BACKUP_09 03 14 22 00 01

f.  Change the rights of the Backup before starting the upgrade.

# chmod -R 777 /opt/oracle/backup/NSP_BACKUP*

In case of any discrepancy, don’t proceed with upgrade and refer to My Oracle Support.

2- Upgrade Management Server
a) We need to add one more extra port for 10.5.0.2, please follow below steps:
- #firewall-emd --permanent --add-port 7020/ tcp
- Output - Success
- #firewall-cmd -reload
- Output- Success

b) Rename the folder oracle from /opt to oracle_old
- cd/opt
- mv oracle oracle_old

c) Create the required directories
- mkdir -p /opt/oracle/
- chown -R tekelec:tekelec /opt/oracle
- mkdir -p /opt/backup/backup
- chown -R tekelec:tekelec /opt/backup/backup
- mkdir /opt/oracle/backup
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d) Copy the extapi folder from /opt/oracle_old to /opt/oracle.

e) Copy this file nsp_procs_upgrade.sh at /opt/nsp/nsp-
package/framework/install/dist/install/scripts

nsp_procs_upgrade.s

f) Create a backup folder in Jopt/oracle

g) Copy the latest backup from /opt/oracle_old/backup to /opt/oracle/backup

h) Install Jdk 17

i) Run the below command to install the new weblogic

Create symbolic links to BEA_ HOME:

j)

k) Reconfigure the domain -

- Below are the steps for the reconfiguration of the tekelec domain under the new weblogic
14.1.2.
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¢  When you run above command i.e. sh reconfig.sh then you will find the below
screen-

@] Fusion Middleware Reconfiguration Wizard - Page 1 of 8@mgmt32

Select Domain _ORACLE
FUSION MIDDLEWARE

.T. Select Domain
T Setup Progress
Reconfig Summa
¥ L] [s%3
Specify the location of the domain that you want to upgrade. Enter the full path to the domain, for
example, f/domains/mydomain, or use the Browse button to navigate to and select the domain
directory.
Er - ety Warning:
« Verify that admin server and all collocated managed servers are shut down before
proceeding further
« Clicking on the Next button will make changes to your domain configuration. so please
make sure to backup your domain prior to continuing.
Existing Domain Location: - Browse
L3
Help Next = cancel | {

e When asks about path provide the below path -
/opt/oracle_old/bea/user_projects/domains/ tekelec

e Click on the next button it will do the reconfiguration, so please wait till 100% is done
and after successful configuration below screen will appear -

@] Fusmn Mnddlewave Reconhguranon Wizard - Page 2 of S@mgmtBZ

Reconfiguration Setup Progress ORACLE
FUSION MIDDLEWARE

Select Domain

I
- Setup Progress [ H00%
T Reconfig Summary « Backup & Initialization

Domain Mode and JDK ¥ | Eaading Domaky
YF « Selecting Reconfig Templates
A Advanced Configuration «” Applying Reconfig Templates
| « Creating Domain View
| « Validating Domain

1
k
Help Next > | Cancel i

e Once 100% is done, please click on the next button and you will see the below
screen
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£ ™ = ™ s ™ ™ .
Fusion Middleware Reconfiguration Wizard - Page 3 of 8@mgmt32 — X
Reconfig Summary ORACLE
FUSION MIDDLEWARE
Select Domain Reconfigured Templates Summary Tree

=] E tekelecl/optsoracle_cld/beafuser_projects/domains/tekelec)

BepTiaaress m Basic Weblogic Server Domain 14.1.1.0.0

' Reconfig Summary
Domain Mode and |DK
Advanced Configuration

Configuration Summary
Reconfiguration Progress

(— ——F—€———

End Of Configuration

k
i R'econﬂqured Templates Detailed Information
Name tekelec
Author Oracle Corporation
Description
Location Joptioracle_oldfbeasuser_projectsf/domainsftekelec

Help | - k| Next > Finist Cancel j

Click on the next
Fusion Middleware Reconfiguration Wizard - Page 4 of 8@mgmt32 = X |

Domain Mode and JDK ORACLE
FUSION MIDDLEWARE

Select Domain

| Domain Mode
Setup Progress | —

I Reconfig Summary Utilize boot.properties for username and password, and poll for applications to deploy.

w Domain Mode and JDK | Productior

)T\ Advanced Configuration | Require entry of a username and password, do not poll for applications to deploy.

Configuration Summary Piaghie Sectine Made
Secure mode sets secure defaults for production mode domains, including enabling SSL

Reconfiguration Progress ports, the Administration port, and other security-related settings.

! End Of Configuration JDK
» Oracle HotSpot 17.0.17 foptforaclefjdk-17.0.17

Other JDK Location: Browse

 Help i < Bach I Next > | nis Cancel |
Click on the next
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Fusion Middleware Reconfiguration Wizard - Page 5 of 8@mgmt32 = X
Advanced Configuration &LE
FUSION MIDDLEWARE
4 I Select Domain
i .
| Setin Frogreas Administration Server
[ i Reconfig Summary Modiiy:Setinos
T Domain Mode and |DK ' Topology
j (4w, Advanced Configuration Add, Delete or Modify Settings for Managed Servers, Clusters and Coherence
4l =
T Configuration Summary Deployments and Services
I Reconfiguration Progress Target to Servers or Clusters
i  End Of Configuration
|
3
Help < Back ‘[- Next = Cancel |
Click on the next
ne m— - = % 5 ]
Fusion Middleware Reconfiguration Wizard - Page 6 of 8@mgmt32 = X |
Configuration Summary CDR—‘ \CLE
FUSION MIDDLEWARE
i I Select Domain : View: lDammem -i Name tekelec
Description
Setup Progress -
I J b B] Portall | Author Oracle Corporation
] Recanfig Summary % ;59‘“”‘3’ Location  foptforacle_old/beajuser_projects/d
ogviewer
Domain Mode and JDK o
| T [) user_doc Name Basic WeblLogic Server Domain-Gen
,T\ Advanced Configuration [) system alarm Description
‘ w Configuration Summary [ ProTraq Author
i [ picohelp Location foptforacle/beaswlserverfcommonite
W Reconfiguration Progress D proadmin W
| O endor Configuration [3 pashboard
[} Troubleshooting
[ Browser Export Scheduler
[ upgrade Utility
[} alarm Forwarding ;
[ prodiag
| [ Mediation Data Feed
[ alarm Y

Help

[) custormercare

[ SIGTRAN Surveillance
[} oBSERVER

[ observer-ui

-

[ logviewer-api
4 i

[a]

v

<

Select Reconfig to accept the above options and start creating and configuring a new domain.
To change the above configuration before starting Domain Creation, go back to the relevant page by
selecting its name in the left pane, or by using the Back button.

| Reconfig | | cancel

< Back J

Click on the reconfig and once done , you will find the below screen.
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Fusion Middleware Reconfiguration Wizard - Page 7 of 8@mgmt32 = X
¢ Reconfiguration Progress __________________ORACLE
FUSION MIDDLEWARE
- ], Select Domain
T Setup Progress I LO00% J
T Reconfig Summary « | Processing MacroRule B
Domain Mode and JOK &  Backup & Initialization
L T &  Security Processing
T Advanced Configuration « | Artifacts Generation
I Configuration Summary L4 | Past Processing
“]‘ Reconfiguration Progress
{ w End Of Configuration
3
ol
ol
: . Y
il
. Help | f | Next > f ‘7 Cancel |
Click on the next button -
Fusion Middleware Reconfiguration Wizard - Page 8 of 8@mgmt32 = X
ORACLE

End Of Configuration

FUSION MIDDLEWARE

Select Domain
T + Oracle WebLogic Server Reconfiguration Succeeded
r Setup Progress Existing D in tekelec Update Succeeded
T Reconfig Surmmary Domain Location
I Domain Mode and JDK Admin Server URL
T Advanced Configuration
], Configuration Summary
I Reconfiguration Progress
w End Of Configuration
t
3
Help Bach | - Finish | Cance R
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e (Click on the finish button and it is done.

) Copy attached stopNSP.sh to /opt/oracle/bea/user_projects/domains/ tekelec

—

<)

stopNSP.sh

m) Change the ownership for the /opt/oracle/bea/user_projects
chown -R tekelec:tekelec /opt/oracle/bea/user_projects

n) Start the NSP upgrade .
#mount -o loop /var/ORCL/PIC-MGMT-10.5.0.2.0_2.0.0-x86_64.iso /mnt/upgrade
#/mnt/upgrade/upgrade_nsp.sh

0) Above command will take 30 to 40 minutes if no issues during the installation. Check the log at
/var/log/nsp/install/nsp_install.log file for more details.

p) Once the installation is done you will find the below in the above log file -

BUILD SUCCESSFUL

Total time: 9 minutes 59 seconds

INFO: Adding nsp service to the system

service nspservice does not support chkconfig

service nspservice does not support chkconfig

INFO: Converting certificate in a DER format.

27-Nov-2025 02:28:19 ---Upgrading JMX Agent

Stopping Tekelec JMX Agent...

Tekelec JMX Agent was not running.

Starting Tekelec JMX Agent...

27-Nov-2025 02:28:20 ---Creating symlink for libpcap.so.1l file

SymLink /usr/lib64/libpcap.so -> libpcap.so.1.8.1 created successfully
SymLink /fusr/1lib64/libpcap.so.1 -> libpcap.so0.1.8.1 created successfully
Successfully install libpcap

27-Nov-2025 02:28:20 ---End upgrade time : Thu Nov 27 02:28:20 EST 2025
27-Nov-2025 02:28:20 ---E N D 0OF BOX UPGRADE

INFO: Adding user 'backup’

user 'backup' already exists

INFO: Removing Weblogic password from file

INFO: Adding dbora service to the system

27-Nov-2025 02:28:21 ---INFO: Copying snmp.conf from backup folder /opt/oracle/backup/NSP_BACKUP_11_24 25 22 00_01
27-Nov-2025 02:28:21 ---INFO : Restarting snmp service

27-Nov-2025 02:28:22 ---END O F MGMT PACKAGE UPGRAD E

q) Once the update is done we need to reset the password for tekelec and TklcSrv, without changing
the password those will not work(user will not be able to login using tekelec/ TklcSrv) in the
NSP. Please reset the password to make it work from weblogic remote console. Please refer
“Oracle WebLogic Server 14.1.2 Installation and Management” for the steps.

r) Once the password is reset using weblogic remote console now user can login using TklcSrv and
tekelec user.

s) Only System generated users such as LCMUser, NSPInternal, OracleSystemUser, TklcSrv, tekelec
and weblogic will be visible in the weblogic console.

t) Other than the system generated users made before upgrade will not be present in the weblogic
remote console. We need to delete the custom users available in the NSP and recreate them again
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in the NSP other wise we will get the Ldap related issues because those will not be present in the
weblogic.

u) User’s created after upgrade in NSP security application would be visible in the weblogic remote
console as well.

Post-Upgrade Settings
DB Security

1. Copy the CreateAndAttachUserProfile.sh, CreateAndAttachUserProfile.sql,
CreatePasswordVerificationFunction.sql to /u01/app/oracle/product/19.3.0/dbhome_1/dbs/:
as oracle user

# cd /u01/app/oracle/product/19.3.0/dbhome_1/dbs/
chmod 777 CreateAndAttachUserProfile.sh
chown oracle:oinstall CreateAndAttachUserProfile.sh
chown oracle:oinstall CreateAndAttachUserProfile.sql
chown oracle:oinstall CreatePasswordVerificationFunction.sql
#su - oracle
# cd /u01/app/oracle/product/19.3.0/dbhome_1/dbs/
ICreateAndAttachUserProfile.sh NSP/<PASSWORD>@NSP NSP NSP

CreateAndAttachUser CreateAndAttachUser CreatePasswordVerifi
Profile.sh Profile.sql cationFunction.sql

2. Provide privileges to NSP user : as oracle user
# sqlplus / as sysdba

ALTER SYSTEM SET SEC_CASE_SENSITIVE_LOGON = TRUE SCOPE = SPFILE;
ALTER SYSTEM SET GLOBAL_NAMES = FALSE SCOPE = SPFILE;

ALTER SYSTEM SET REMOTE_LOGIN_PASSWORDFILE ="'EXCLUSIVE' SCOPE = SPFILE;
ALTER SYSTEM SET SQL92_SECURITY = FALSE SCOPE = SPFILE;

REVOKE EXECUTE ON DBMS_ADVISOR FROM PUBLIC;

REVOKE EXECUTE ON DBMS_JOB FROM PUBLIC;

REVOKE EXECUTE ON DBMS_LDAP FROM PUBLIC;

REVOKE EXECUTE ON DBMS_LOB FROM PUBLIC;

REVOKE EXECUTE ON DBMS_OBFUSCATION_TOOLKIT FROM PUBLIC;
REVOKE EXECUTE ON DBMS_SCHEDULER FROM PUBLIC;

REVOKE EXECUTE ON DBMS_SQL FROM PUBLIC;

REVOKE EXECUTE ON DBMS_XMLGEN FROM PUBLIC;

REVOKE EXECUTE ON UTL_FILE FROM PUBLIC;

REVOKE EXECUTE ON UTL_INADDR FROM PUBLIC;

REVOKE EXECUTE ON UTL_TCP FROM PUBLIC;

REVOKE EXECUTE ON UTL_SMTP FROM PUBLIC;

REVOKE EXECUTE ON UTL_HTTP FROM PUBLIC;

GRANT EXECUTE ON DBMS_JOB TO NSP,NSP_LOG,DBSNMP,SYSTEM;
GRANT EXECUTE ON DBMS_LOB TO NSP,NSP_LOG,;
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GRANT EXECUTE ON DBMS_OBFUSCATION_TOOLKIT TO NSP,NSP_LOG,DBSNMP,SYSTEM,;
GRANT EXECUTE ON DBMS_SCHEDULER TO NSP,NSP_LOG,DBSNMP,SYSTEM;
GRANT EXECUTE ON DBMS_SQL TO NSP,NSP_LOG,DBSNMP,SYSTEM;

GRANT EXECUTE ON UTL_FILE TO NSP,NSP_LOG,DBSNMP,SYSTEM;

GRANT EXECUTE ON UTL_TCP TO DBSNMP,SYSTEM,;

GRANT EXECUTE ON UTL_SMTP TO DBSNMP,SYSTEM;

GRANT EXECUTE ON DBMS_LOB TO XDB;

GRANT EXECUTE ON UTL_FILE TO XDB;

GRANT EXECUTE ON DBMS_SQL TO XDB;

GRANT EXECUTE ON DBMS_JOB TO XDB;

GRANT EXECUTE ON DBMS_STATS TO XDB;

GRANT EXECUTE ON UTL_RAW TO XDB,;

GRANT CREATE JOB TO NSP;

Exit;

1. Generate DWS and DataFeed Database Credentials (optional, only needed if post upgrade password
should be changed or server was re-installed during disaster.)

As root user execute below commands

# cd /opt/nsp/scripts/oracle/cmd
# ./modifyPassword.sh

The script shall prompt for the Database Usename, Database Service Name, Database IP, old password,
new password and wallet password. The credentials provided for DWS server must be same as configured
earlier in Management server for the DWS server. This procedure has to be executed individually for each
of the DWS servers. The above steps to sync the DWS credentials can be done here i.e. after the
Management Upgrade or can be done after Upgrade of all OCPIC Components.

In case the user wishes to modify the database user profile then section “Modification of the user Profile in
Database” can be referred from the OCPIC 10.3 Maintenance Guide

Note: Follow the Oracle Secure password guidelines for setting up the database password. The password
may only contain special characters from#!%"*"&* () _+-{}[];:.,<>?~ Thisis only applicable
for the NSP and IXP user.

2. Restrict access of NSP frontend to HTTPS (Mandatory)

Disable access to HTTP

Open a terminal console and Login as a root user on Management Server One-Box server
Edit /etc/httpd/conf/httpd.conf file and search for line “Listen 80”

Remove the line “Listen 80

Restart httpd daemon

oo o

/bin/systemctl restart httpd.service

3. NSP Applications Documentation

Note: Document for application is automatically installed along with NSP application installation
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To verify document installation login into NSP application interface and navigate to Help » User Manual
Index page for that application opens. (Each application should be tested and also the link to the PDF
should be tested to see if the printable PDF file opens.)

In case you have problems to access some applications such ProTrace, ProTrag or CCM try to empty you
browser cache.

4. Refer to PIC Maintenance Guide to perform Post Installation configuration:

a. Configure Mail Server (Optional)
b. Configure Authenticated Mail Server (Optional)
¢. Configure SNMP Management Server (Optional)

5. Transfer Ownership of TkicSrv object
Note: Follow the steps only if some object bellowing to TKISrv were created in previous version

a. Open aweb browser and log in to the NSP application interface TklcSrv user.
b. Navigate to security application » Transfer ownership value
c. Transfer all the TkicSrv object to and other user (tekelec for example)

6. Change Customer Icon (Optional)

This procedure describes how to change the customer icon (for example, replace the standard Tekelec logo
with a customer logo). This procedure is optional.

a. Open aterminal window and log in as root on One box.
b. Copy the customer icon file (customer_icon.jpg) to the /opt/www/nsp/resources directory of
respective servers.
c. Verify the customer icon properties:
e  The file name must be customer_icon.jpg.
e The file must belong to user tekelec in group tekelec.
e  The compression format must be Jpeg.
e  Optimum width/height ratio is 1.25.
e Any image can be used; the suggested minimum width/height is 150 pixels.

7. Revoke DBA role from NSP user , see Maintenance Guide of the considered release

8. To enhance alarm description and classification. (Optional)
Note: By default Management Server keep existing alarm classification.

a. Open aterminal window and log in as root user on Management Server (one box).

b. Change user to Oracle and execute given command with Management Server database sql user
and password.
# su — oracle
# sqlplus user/password
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@/usr/TKLC/nsp/nsp-
package/framework/core/dist/coreDB/sql/CORdb_AlarmEnhancement_data.sql

9. To enhance openssl security

As a root user edit ssl.conf under path /etc/httpd/conf.d/
a. Add-TLSv1 to SSLProtocol
SSLProtocol ALL -SSLv2 -SSLv3 -TLSv1

b. Comment the existing SSLCipherSuite and add the below line.
#SSL CipherSuite HIGH:3DES:!aNULL:!MD5:ISEED:!IDEA
SSL CipherSuite
ALL:'aNULL:!ADH:!eNULL:'LOW:IEXP:INULL:!RC4:!RC2:!DES:!3DES:!SHA:IMD5+HI
GH:+MEDIUM

Save the file and rstart the apache http server
# service httpd restart

10. To enable session point code

a. Update the value to false in NSP db(which is “TRUE” by default)
#su - oracle
#sqlplus user/password
UPDATE COR_SYSTEM_CONFIG SET CONFIGURATION_VALUE="false' where
CONFIGURATION_NAME='SESSION_POINTCODE_ENABLED';

b. Retrigger the Session_Point_Code.sh script as a tekelec user.
#su — tekelec
#cd /opt/nsp/nsp-package/framework/install/dist/install/optional/exec
#sh Session_Point_Code.sh

Management Server Post-Upgrade Check
1. Open aterminal window and log in as root on the Management Server
2. Asroot, run:
# lopt/nsp/scripts/procs/post_upgrade_sanity _check.sh

Note: When user will execute this script it will automatically accept the upgrade.
3. Review the Management Server installation logs ( /var/log/nsp/install/nsp_install.log).
Verify the following:

+ PORT 80is DISABLED
»  Oracle server health is OK
*  WebLogic health for ports 5556, 7001, 8001 is OK
» Log on to weblogic console and Verify the following:
o Allservers are in running and in OK state
o Application deployments are in Active and OK state.
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Management Server Backup

This procedure describes how to perform a backup from a Management Server successfully upgraded, in order to
avoid restore the backup from previous release in case you would face in issue while the Acquisition Server and
Mediation Server upgrade.

# Il Jopt/oracle/backup/

Output should be:
drwxrwxrwx 3 oracle oinstall 4096 Apr 8 14:38 upgrade_backup

If the permission of /opt/oracle/backup/upgrade_backup is not set as per above snapshot, perform the below step

#chmod 777 /opt/oracle/backup/upgrade_backup

As root run on management server:

# . SHOME/.bash_profile; cd /opt/nsp/scripts/oracle/cmd; sh ./launch_pic_global_backup.sh >../trc/cronNSP.log
2>&1

This command might take a long time depending on the size of the backup. Refer to the section “Check
Management Server Backup is valid” in order to make sure everything went fine.

Once the backup is complete, move this backup to some other server. Also make sure the latest backup is the one
with which the Major Upgrade was performed.

Path from where backup has to be moved:

# lopt/oracle/backup/

Note: Edit the cronjob by performing the below steps:

#crontab -e

Comment out the launch_pic_global _backup.sh entry by putting a hash (#) at the beginning.
You might use the command crontab —I to display the list of jobs scheduled. Below should be the updated entry.

# crontab -
#00 22 * **  $HOME/.bash_profile; cd /opt/nsp/scripts/oracle/cmd;
sh ./launch_pic_global_backup.sh >../trc/cronNSP.log 2>&1

Upload xDR Builder I1SO to Management Server

This procedure describes how to trigger the XDR builder installation on the Mediation subsystem from the CCM.
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Note 1: In case of failure in this step this is not blocking for the Acquisition Server upgrade but only for the
Mediation Server. This will give some time to investigate the reason of this over the day. Refer to My Oracle
Support.

1. Install Builder ISO on Management Server
a. Copy the xDR builder ISO to the Management Server or insert xDR Builder CD-ROM.
b. Login to the Management Server

As root run:

# cd /opt/nsp/scripts/oracle/cmd
# .[install_builder.sh
c. You will be prompted:
Please enter path to Builder CDROM or ISO [/media/cdrom]

d. Choose one of the following:

« Ifyou have used ISO file enter the exact path including the ISO name
«  Ifyou have used CDROM press <ENTER>

e. Wait until installation finishes.
2. Verification of ISO installation on Management Server.
a. Login to the NSP application interface as TklcSrv user.
b. Click Upgrade Utility
c. Click on Manage Builder Rpm on the left tree.

It will display the list of the xDR builder rpm. One of them is the one that belongs to the ISO file
installed in the previous step. The state will be Not Uploaded.

The list will also display the supported platform of the builder 1ISO file. The supported platform
can be “32 bit”, “64 bit” or “32,64 bit”. The supported platform “32,64 bit” means that same
version of builder ISO has been installed twice, one that supports 32 bit and the other that supports
64bit.

3. Dryrun
a. Login to the NSP GUI as TklcSrv user.
b. Launch Upgrade Utility
c. Click on Manage Builder Rpm on the left tree.

It will display the list of the xDR builder rpm. Select the RPM which you want to upgrade and
choose Dry Run option from the tool bar.

d. Dry Report will be generated for each dictionary indicating changes done on the new dictionaries
(Added/Removed/Deprecated field(s)) and you will have to take in account at the end of upgrade
(after section 7.6 Install xDR Builder is completed)

This report is just an information at this time but will be very useful to finalize the upgrade and
to prepare in advance what would be required to be done. It will also display the name of the
configuration which are using deprecated field and configurations which will become incompatible
after removal of field.
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If there are configurations (Query/Protrag/xDR filter) on the removed field, then modify those
configurations to remove the use of removed field. Otherwise those configurations will be removed
from the NSP when you upload the builder RPM.

The dry run can’t anymore be executed once the new package would be installed on the Mediation
subsystem but you would have access to similar information on the deprecated fields menu you
can access from the utility home page.

4. Upload Builder RPM

a

b.
C.
d.

5. Upgrade

Mark the requested builder RPM with the Not Uploaded state and press Upload in the toolbar.
A dialog box will appear. Click on Continue to continue the RPM upload.

After the successful upload the RPM state will change to Uploaded

In case the RPM upload fails, then the state of will change back to “Not Uploaded” or

“Query/Filter Upgrade Failed”.

o If the builder RPM upload fails in creating new builder and dictionaries then the state is “Not
Uploaded”, after failure. At this state, this step can be repeated once the failure issues are
resolved.

. If the builder RPM upload fails in upgrading the configurations (Query/xDR filter) then the
state is “Query/Filter Upgrade Failed” after failure.

Queries and Filters

In case the state of the RPM is “Query/Filter Upgrade Failed”, then only configurations (Query/xDR filter)

are requi

a.

b.
C.
6. View Di

red to be upgraded. Below are steps for the same

Mark the requested builder RPM with the “Query/Filter Upgrade Failed” state and press "Upgrade
Queries and Filters” button in the toolbar.

A dialog box will appear. Click on Continue to continue the upgrade.

After the successful upload the RPM state will change to Uploaded

ctionary Upgrade Status

In case the state of the RPM is “Query/Filter Upgrade Failed”, then the status of upgrade of queries and
filters for the dictionaries can be viewed. Below are the steps for the same

a.

Mark the requested builder RPM with the “Query/Filter Upgrade Failed” state and press "Display
Dictionary Upgrade Status” button in the toolbar.

Dictionary Upgrade Status will be generated for each upgraded/new dictionary indicating whether
the Queries and filters have been upgraded or not for this dictionary.
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5. Acquisition Server Major Upgrade
Note: Please follow DIU upgrade steps from PIC release 10.5 and later release.

The steps mentioned in this chapter must be executed from iLO or similar non disconnect able media.

Acquisition Server Upgrade

The upgrade of acquisition server is performed in similar manner for both real and virtual hardware platforms. The
application upgrade is done using the TPD based upgrade procedures. The upgrade should be done for all the servers
in the sub-system in case of integrated acquisition server. The sub-system upgrade should be done sequentially so
that traffic could be processed during the upgrade also.

Before starting the upgrade, please take care to add xmf_install_mode parameter in the bulkconfig file. This
parameter should be added for the virtualized mode integrated acquisition sub-system to differentiate between pass-
thru mode and OVS mode. Refer Appendix B from Installation Guide for more details on the parameter.

A CAUTION: Please perform step2 using ILO or any non-disconnect able media.

Acquisition Server Pre-Upgrade Healthcheck
This procedure describes how to run the syscheck and analyze the output to determine the state of
the Acquisition Server before upgrading the Acquisition application.

1. Log inas root on the Acquisition server that you want to install the Acquisition application.
2. Run:

# syscheck
3. Review the fail_log file (/var/TKLC/log/syscheck/fail_log) for any errors.

Example ouput for a healthy system:

Running modules in class disk... OK

Running modules in class proc... OK

Running modules in class system... OK

Running modules in class hardware... OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log

Upgrade Acquisition Server

1. Copy ISO image to the server
Copy ISO image to the /var/TKLC/upgrade directory of the server.

2. Upgrade the server
a) Asroot on the Acquisition server
b) Enter platcfg configuration menu
# su - platcfg
c) Navigate to Maintenance » Upgrade
d) Select Initiate Upgrade
e) Select the desired upgrade media

3. Upgrade completed
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The server will reboot and after the reboot, login prompt will be displayed.

4. Check the log
a) In platcfg navigate to Diagnostics > View Upgrade Logs > Upgrade Log
b) Check on the bottom of the file the upgrade is complete

5. Verify if JRE is installed, if not installed then install JRE using Appendix C from Installation Guide

Sync Management Server with Acquisition Server
1. Discover Acquisition Application on Management Server

Note: in case of DSR Monitoring, as the Acquisition server is not declared in the Centralized
Configuration, move on to the next step “Sync database credentials”.

Execute the steps given below when all the servers of the sub-system are upgraded or if it is a standalone
server

From supported browser login to the NSP Application GUI as privileged user

Go to the Centralized Configuration

Navigate to Equipment Registry Perspective in left tree panel.

Navigate to the subsystem.

Select the Acquisition subsystem to synchronize by clicking on XMF under the correct Site name.
This will list the subsystem in the table

Select the Acquisition server and click on Discover Applications. The discover applications action
should be done for each Acquisition server in the sub-system.

@ +~"e o0 o

|#4] hide banner Network software platform B Quick start guide

4 Logout

Hi user preferences

You're logged as TklcSrv

&= Equipment Registry = equipment Registry > @ sites > @2 F10_BM > £ X0 > 2 IMF10_BIME > Clist
= (&) sites

= &g IMF10_BM

2 DWH 3] ol | 2| 2Dlml =0 w/”| Page:1/1 Records::
5 IXP
_ #
B & AMF 1 INF1002-1A 1 10.250.47.133
= IMF10_BM:XMF & P IMF1002-1B 1 2 10.250.47.134
% EFS &l 3 IMF1002-1C 1 3 10.250.47 135
£ NEPTUNE
# Legacy
& Noc
43 TEKELEC

=]
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2. Sync Database Credentials (optional)

Execute procedure described in section Sync Database Credentials in Maintenance Guide, of the considered
release. This step is only required if the wallet is not synced to the acquisition server or if acquisition server was re-
installed during the upgrade caused by some unrecovereable scenario.

3. Apply Change
Note: in case of DSR Monitoring, move on to the next step “Rebuild configuration”.

a. To Apply Changes for each subsystem go to Acquisition » Sites » XMF.
b. Right click on subsystem and click on Apply Changes option on menu.

Note: If apply changes fails, then verify the accessibility of the VIP from the Management Server. If VIP
address is accessible from Integrated Acquisition servers but is not accessible from Management Server,
then it may be due to Cisco switch ARP table, refer to procedure Flush ARP table in Hardware
Guidelines, of the considered release.

4. Rebuild configuration, this step is only needed on the Probed server configured for integrated DSR
monitoring. The step is needed only in case of the probed server had to be re-installed because of
unrecoverable scenario.

Note: these steps are to be executed in case of DSR Monitoring only.

a. From the Centralized Configuration, take note of the Name and IP of the OCDSR, from the
Equipment Registry, Sites » <site_name> » OCDSR
Login as cfguser on the Acquisition server.
Run the following command to rebuild the configuration:
$ webServerCLI addDsr --name=<ocdsr_name> --ip=<ocdsr_ip>

Note: <ocdsr_name> is the name of OCDSR and <ocdsr_ip> is its IP, both collected from the Centralized
Configuration.

Acquisition Server Post-Sync Healthcheck
This procedure describes how to run the healthcheck script on Acquisition servers.

The script gathers the healthcheck information from acquisition server. The script should be run from each of the
server of the Acquisition subsystem or on stand-alone server. The output consists of a list of checks and results, and,
if applicable, suggested solutions

Note: It may be possible that on login user see a message to accept or reject the upgrade, if the user has logged on to
the server too soon after the reboot following upgrade. User can ignore such message as it will be cleared
automatically when the startup of the server is complete.
1. Open aterminal window and log in as cfguser on each server in the Acquisition subsystem or Standalone
server.
2. Run the automatic healthcheck script.
$ analyze_server.sh -i

47

Confidential - Oracle Restricted


http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html
http://docs.oracle.com/en/industries/communications/performance-intelligence-center/index.html

Confidential - Oracle Restricted

Analyze the output of the script for errors. Issues reported by this script must be resolved before any further
usage of this server. Verify no errors are present.

If the error occurs, refer to My Oracle Support.

Example output for a healthy server in a subsystem:

04:57:30: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0
04:57:31: date: 02-26-16, hostname: imf9040-1a

04:57:31: TPD VERSION: 7.6.2.0.0-88.58.0

04:57:31: XMF VERSION: [ 10.4.0.0.0-1.8.0 ]

04:57:32:

04:57:32: Checking disk free space

04:57:32: No disk space issues found
04:57:32: Checking syscheck - this can take a while
04:57:43: No errors in syscheck modules
04:57:44: Checking statefiles

04:57:44: Statefiles do not exist

04:57:44: Checking runlevel

04:57:45: Runlevel is OK (4)

04:57:45: Checking upgrade log

04:57:45: Install logs are free of errors
04:57:45: Analyzing date

04:57:46: NTP deamon is running
04:57:46: IP of NTP server is set

04:57:46: Server is synchronized with ntp server
04:57:47: Analyzing IDB state

04:57:47: IDB in START state

04:57:47: Checking IDB database

04:57:48: iaudit has not found any errors
04:57:48: Analyzing processes

04:57:49: Processes analysis done
04:57:49: Analysing database synchronization
04:57:50: Either Database synchronization in healthy state or errors found are non-blocking
04:57:50: Checking weblogic server entry
04:57:50: Appserver is present

04:57:50: All tests passed. Good job!
04:57:51: ENDING HEALTHCHECK PROCEDURE WITH CODE 0

1.  Testthe VIP function.

a) After sync from Management, the VIP will be available to access the active master server in the site.
In order to verify the VIP setup please login to any server in the subsystem and execute the iFoStat
command. As cfguser run:
$ iFoStat
Example of correct output:
query 10.236.2.79 for failover status

} + b + + e e +
| name | state | loc | role | mGroup | assg | HbTime |
+ + +o—o— + + ——fe———- - +

| IMF-1a | IS | 1A | ActMaster | sde_m2pa | 8|2009-06-19 23:14:08 |

| IMF-1b | IS | 1B | StbMaster | sde_stc | 6| 2009-06-19 23:14:06 |

| IMF-1c |IS |1C | Slave | | 0]2009-06-19 23:14:06 |
+ + +ommee + + S § R +

b) The state should be ‘IS’ for all servers and the HbTime time should be updated every few seconds.
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6. Mediation Server Major Upgrade

Note: Please follow DIU upgrade steps from PIC release 10.5 and latter release.

This section provides the procedures for installing the Integrated xDR Platform (Mediation) application. The
upgrade procedure for the real and virtualized hardware platform will remain same.

Upgrade Mediation Server

This procedure is executed on each server in the subsystem in parallel. The parallel installation is triggered from one
server in the subsystem; it cannot be triggered more than once per subsystem. The procedure must be triggered from
any dis-connectable medium or using ILO.

If the path naming feature is used Backup the files
/usr/TKLC/TKLCixp/prod/lib/plugins/build/SCTPPathNaming.cnf

Mediation Server Pre-Upgrade Configuration

This procedure describes how to configure Mediation Server prior to upgrading the application.

1. Verify each server healthcheck.
a. Run syscheck. Log in as root on the server that you want to install the application
As root, run:
# syscheck

Review the /var/TKLC/log/syscheck/fail_log file for any errors. Example output of
healthy server:

Running modules in class disk...

OK

Running modules in class proc...

OK

Running modules in class system...

OK

Running modules in class hardware...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log

Resolve each error before you continue with the procedure.

Note: Errors of NTP in syscheck can be ignored at this time, as NTP server is not configured.
Refer to How to configure NTP under Appendix C:Procedures of 10.3.0 Installation Guide.

Note: Step b and ¢ has to be executed if error occur in this step.

b. If the server has an external disk storage attached verify the disks state.

Check to which slot an external storage is connected. As root run:
# hpssacli ctrl all show

Example output:
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# hpssacli ctrl all show
Smart Array P410i in Slot 0 (Embedded) (sn: ******xkkxxkix)
Smart Array P411 in Slot 1 (S FHFxxEAkIAAE )

Now show a detailed report for each disk. As root run:
# hpssacli ctrl slot=slot_number pd all show

where slot_number is the number of the slot received in previous step. All disks must be in OK
state. Example output:
# hpssacli ctrl slot=2 pd all show
Smart Array P411 in Slot 1
array A
physicaldrive 1:0 (port 1:id O, Parallel SCSI, 300 GB, OK)
physicaldrive 1:1 (port 1:id 1, Parallel SCSI, 300 GB, OK)
physicaldrive 1:2 (port 1:id 2 , Parallel SCSI, 300 GB, OK)
physicaldrive 1:3 (port 1:id 3, Parallel SCSI, 300 GB, OK)
physicaldrive 1:4 (port 1:id 4 , Parallel SCSI, 300 GB, OK)
physicaldrive 1:5 (port 1:id 5, Parallel SCSI, 300 GB, OK)
physicaldrive 1:8 (port 1:id 8 , Parallel SCSI, 300 GB, OK)
array B
physicaldrive 2:0 (port 2:id 0, Parallel SCSI, 300 GB, OK)
physicaldrive 2:1 (port 2:id 1 , Parallel SCSI, 300 GB, OK)
physicaldrive 2:2 (port 2:id 2 , Parallel SCSI, 300 GB, OK)
physicaldrive 2:3 (port 2:id 3, Parallel SCSI, 300 GB, OK)
physicaldrive 2:4 (port 2:id 4 , Parallel SCSI, 300 GB, OK)
physicaldrive 2:5 (port 2:id 5, Parallel SCSI, 300 GB, OK)
physicaldrive 2:8 (port 2:id 8 , Parallel SCSI, 300 GB, OK)
c. If the server has a SAN disk storage verify the vdisks are attached to the server.

Check to which vdisk are connected. As root run:
# multipath -1l

Example of output:
mpathc (3600c0ff000daf12a289f0b5501000000) dm-2 HP,P2000 G3 FC
size=3.0T features='1 queue_if_no_path' hwhandler='0" wp=rw
|-+- policy="round-robin 0" prio=130 status=active
| |- 1:0:1:22 sde 8:64 active ready running
| - 2:0:2:22 sdi 8:128 active ready running
“-+- policy="round-robin 0' prio=10 status=enabled
|- 1:0:0:22 sdc 8:32 active ready running
*-2:0:1:22 sdg 8:96 active ready running
mpathb (3600c0ff000daf029689c0b5501000000) dm-1 HP,P2000 G3 FC
size=3.0T features='1 queue_if _no_path' hwhandler='0"' wp=rw
|-+- policy="round-robin 0' prio=130 status=active
| |- 1:0:0:21 sdb 8:16 active ready running
| - 2:0:1:21 sdf 8:80 active ready running
“-+- policy="round-robin 0' prio=10 status=enabled
|- 1:0:1:21 sdd 8:48 active ready running
*-2:0:2:21 sdh 8:112 active ready running
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Mediation Server Upgrade
This procedure describes how to upgrade the Mediation server application on the TPD platform.

Before you perform this procedure, make sure that you have the appropriate Mediation Server I1SO file available.
Note: Run this procedure via iLO.

On C class blade server, As root run
# multipath -1l

The output of the above command should show that volume names and LUN numbers have been provided.

1. Log inand distribute the 1SO file
a) Open aterminal window and log in as root on the server you that you want to install the Mediation
application.
b) Distribute the media:
e On the c-class blade server download the 1ISO from the PM&C ISO repository. 1SOs are
available on the PM&C server under the /var/TKLC/smac/image directory. Store the ISO file to
Ivar/TKLC/upgrade directory.

2. Validate the installation media

a) Enter the platcfg menu.
As root, run:
# su - platcfg

b) Select Maintenance -> Upgrade -> Validate Media.

c) Select the desired upgrade media and press Enter.
The validation process must complete without errors. You should receive the following message:
CDROM is Valid

If any errors are reported during this validation process, then DO NOT USE this media to install the
application.

3. Upgrade the application
1. Permit root ssh login

On each Mediation server permit root ssh login.
a) Asroot run:
# lusr/TKLC/plat/shin/rootSshLogin --permit

2. Run parallel Mediation subsystem patch installation

Note: Run this step on where server where you distributed the Mediation 1SO. This step will trigger

the parallel patch installation on all servers in the subsystem.

b) As root run:
# misc_upgrade_subsystem.sh -i iso_filename
where iso_filename is the name of the Mediation ISO file that has been previously distributed on
this server.

c) You will be prompted to confirm the upgrade; then, you will be asked to enter the root password.
The patch installation is triggered on all the servers of the subsystem.

3. Monitor parallel Mediation patch installation
Note: The whole subsystem is upgrading now. Keep logged on the server where you have
triggered the parallel upgrade, as you will see the progression. The server will reboot after
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successful upgrade.

a) Once the server where you have triggered the parallel upgrade is accessible again, start
monitoring script: it will apply some subsystem post-upgrade settings, after all the servers have
successfully upgraded (and rebooted). As root run:

# misc_upgrade_subsystem.sh --postsync
You will see the regular monitoring of the upgrade progress. Keep this script running and look

for successfully upgraded servers. Do not interrupt the script. Wait until the results of upgrade
are shown and synchronization is restored. Monitor the script output for any errors. The logs
for the upgrade must be verified at /var/TKLC/log/upgrade/upgrade.log on the server from
where the upgrade is triggered. If any error appears, refer to My Oracle Support. The script will
only finish once all servers in the subsystem have finished the upgrade.

4. Install JRE
a) Execute “JRE Installation” procedure from Appendix C in Installation Guide of the considered
release. This step is only needed incase the JRE is not available post upgrade on the server.

5. Analyze the Upgrade log

Review the upgrade log ( /var/TKLC/log/upgrade/upgrade.log) for any errors.
If there are any errors, refer to My Oracle Support.

Mediation Server Post-Upgrade Healthcheck

This procedure describes how to run the server health check after the application has been installed on the server.

1. Log in on the server that you want to analyze.
2. Ascfguser, run:
$ analyze_server.sh -p

The script gathers the health check information from the server. A list of checks and associated
results are generated. There might be steps that contain a suggested solution. Analyze the output of
the script for any errors. Issues reported by this script must be resolved before any further use of
this server.

The following examples show the structure of the output, with various checks, values, suggestions,
and errors.

Example of overall output:
$ analyze_server.sh
12:40:30: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0
12:40:30: date: 08-22-11, hostname: ixp8888-1a
12:40:30: TPD VERSION: 4.2.4-70.90.0
12:40:30: IXP VERSION: [ 10.0.0-64.2.0 ]
12:40:30: XDR BUILDERS VERSION: [ 10.0.0-37.1.0 ]
12:40:30: —=-=--=-=-m==mm =
12:40:31: Analyzing server record in /etc/hosts
12:40:31: Server ixp8888-1a properly reflected in /etc/hosts file
12:40:31: Analyzing IDB state
12:40:31: IDB in START state
12:40:31: Analyzing shared memory settings
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12:40:31: Shared memory set properly

12:43:02: All tests passed!
12:43:02: ENDING HEALTHCHECK PROCEDURE WITH CODE 2

Example of a successful test:
12:40:31: Analyzing server record in /etc/hosts
12:40:31: Server ixp8888-1a properly reflected in /etc/hosts file

Example of a failed test:

12:21:48: Analyzing IDB state
12:21:48: >>> Error: IDB is not in started state (current state X)
12:21:48: >>> Suggestion: Verify system stability and use 'prod.start' to start the product

Note: if the following error shows up during server analysis, it can be simply ignored, as the alarm will be cleared
after Integrate Customer Network step (see below) will have been executed.

12:21:48: >>> Error: Alarm raised for tpdServerUpgradePendingAccept...
12:21:48: >>> Suggestion: Check /var/TKLC/log/syscheck/fail_log...

In any other cases, after attempting the suggested resolution, if the test fails again, refer to My Oracle Support.

Discover Mediation application in Centralized Configuration

1. Generate wallet for DWS connection and Sync Database Credentials (only needed in case of mediation
server was re-installed post disaster recovery)

Execute procedure described in section Modify Database Password in Maintenance Guide, however user can
keep the new password same as old one. The step is just needed to create DWS credentials in the wallet and sync to
the mediation servers present in the sub-system.

Note: The above step must also be done for all the Datafeeds configured on the OTO server.

2. Set VIP (only needed in case of mediation server was re-installed post disaster recovery)
As cfguser, run on 1A server only:
#  setSSVIP <vip IP address>
3. Discover the Mediation Servers and apply configuration
a) Open aweb browser and log in on the NSP application interface.
b) Open the Centralized Configuration application.
c) Navigate to Equipment Registry.
d) Open Sites and open the site; then open IXP.
e) Select the subsystem; select the first server and click Discover Applications in the toolbar.
f) Proceed as well for each server of the subsystem.
g) Navigate to Mediation.
h) Open Sites and open the site; then, open IXP.
i) Right-click the subsystem and select Apply changes...
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j)  Click Next and Next.
k) Click Apply Changes and confirm.
I)  When change is complete, verify there is no error on the result page.

4. Verify ssh keys are exchanged between management server’s tekelec user and mediation servers’
cfguser

a. As tekelec user on management server, perform ssh using cfguser on each of the mediation
server in the sub-system. The user should be able to login to mediation server without asking
any password.

b. Ifkeys are not exchanged then run “Sync Database Credentials” procedure from PIC 10.4
Maintenance Guide

5. Revoke root ssh login

On each Mediation server revoke root ssh login.
a) Asroot run:
# /usr/TKLC/plat/shin/rootSshLogin --revoke

Install xXDR Builders
This procedure describes how to trigger the XDR Builders installation on the Mediation subsystem from the CCM.

1. Associate the XDR Builders RPM with the Mediation subsystem

a) Open aweb browser and log in as TklcSrv on the NSP application interface.

b) Open the Upgrade Utility.

c) Click View Builder RPM Status in the left tree. A list of the Mediation subsystems appears.

d) Select one or more Mediation subsystems and click Associate RPM Package. A list of Builder RPMs

that are uploaded in NSP appears.

e) Select the appropriate xDR Builder RPM and click Associate.
If the association is successful, then the list of the subsystems is updated. The RPM Name column
contains the new RPM package name and Association Status is marked as OK. If the association

fails, refer to My Oracle Support.

2. Apply the configuration to the Mediation subsystem

a) Logout from TklcSrv and login with any other user with sufficient privilege for Centralized
Configuration application.

b) Open the Centralized Configuration application.

c) Navigate to Mediation.

d) Open Sites and open the site; then, open IXP.

e) Right-click the subsystem and select Apply changes...

f) Click Next.

g) Click Apply Changes (WARNING: Not as TklcSrv user).

h) When change is complete, verify there are no errors on the result page.

3. Install the XxDR Builders RPM on Mediation Server

a) Return to the main page of the NSP application interface.

b) Open the Upgrade Utility.

c) Click View Builder RPM Status in the left tree.
The available Mediation subsystem with their respective RPM Associate Status and Install Status
appears.

d) Before initiating the builder installation, make sure the Builder RPM that you want to install on the
Mediation subsystem is associated with the Mediation subsystem as indicated by RPM Name column
and Association Status marked as OK. Also, Install Status should contain either - or No Started.
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e) Select one or more Mediation subsystems and click Install RPM Package. If the installation is
successful, the Install status changes to OK. If the installation fails contact the Oracle My Oracle

Support.

4. Sessions upgrade

a) Click Upgrade Session link on left tree, this display all the sessions to be upgraded due to upgrade of
associated dictionary.

b) Select one or more session(s) (use ctrl key for selecting multiple sessions) with Session Upgrade
Status as either Need Upgrade or Error and choose Upgrade icon from tool bar.
You may use available quick filter options on this list page to filter out sessions which you want to

upgrade in one go.

Caution: Do not choose more than 5 sessions to be upgraded in one go.

Once upgrade is initiated for a session, its Upgrade Status will become Upgrade Initiated.
c) Once session is upgraded its Upgrade Status will become Upgraded Successfully.

5. Re-Sync the ProTraq Configurations

a) Open a web browser and log in to the NSP application interface tekelec user.
b) Navigate to ProTraq Application.
¢) Re-Sync all ProTraq Configurations by selecting each configuration and click “Synchronize and

Activate Configuration” from the Configurations List Toolbar.

6. Restore the file usr/TKLC/TKLCixp/prod/lib/plugins/build/SCTPPathNaming.cnf from the mediation backup
corresponding to individual servers in the mediation sub-system.

Mediation Subsystem Healthcheck
This procedure describes how to run the automatic healthcheck of the Mediation subsystem.

1. Open aterminal window and log in on any Mediation Server in the Mediation subsystem you want to
analyze.
2. Ascfguser, run:
$ analyze_subsystem.sh

The script gathers the healthcheck information from all the configured servers in the subsystem. A list of
checks and associated results is generated. There might be steps that contain a suggested solution. Analyze the
output of the script for any errors. Issues reported by this script must be resolved before any further use of this
server.

The following examples show the structure of the output, with various checks, values, suggestions, and errors.

Example of overall output:
$ analyze_subsystem.sh

ANALYSIS OF SERVER ixp0907-1a STARTED
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09:39:25: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0
09:39:25: date: 05-17-15, hostname: ixp0907-1a

09:39:25: TPD VERSION: 7.6.2.0.0-88.58.0

09:39:26: IXP VERSION: [ 10.4.0.0.0-1.9.0 ]

09:39:26: XDR BUILDERS VERSION: package TKLCxdrbuilders is not installed

09:39:27: e
09:39:27: Analyzing server record in /etc/hosts
09:39:28: Server ixp0907-1a properly reflected in /etc/hosts file
09:39:28: Analyzing IDB state

09:39:29: IDB in START state

09:39:29: Analyzing shared memory settings
09:39:30: Shared memory set properly
09:39:30: Analyzing IXP Licence

09:39:31: Ixp Licence Valid

09:39:31: Analyzing mount permissions

09:39:32: Writing enabled for pdu_1
09:39:32: Writing enabled for pdu_2
09:39:33: All mount permissions set properly
09:39:33: Analyzing date

09:39:33: NTP deamon is running

09:39:34: IP of NTP server is set

09:39:34: Checking CPU usage

09:39:34: CPU usage check done

09:39:35: Running iaudit

09:39:36: iaudit did not find any errors
09:39:37: Analyzing synchronization of server
09:39:38: Role of server is StbMaster
09:39:38: ActMaster server - ixp0907-1b
09:39:39: StbMaster server - ixp0907-1a
09:39:40: Server synchronizating properly
09:39:40: Analyzing NSP servers settings

09:39:41: nsp_primary reflected in /etc/hosts
09:39:41: Ping to nsp_primary OK
09:39:42: nsp_secondary reflected in /etc/hosts
09:39:42: Ping to nsp_secondary OK
09:39:42: nsp_oracle reflected in /etc/hosts
09:39:43: Ping to nsp_oracle OK

09:39:43: Oracle on nsp_oracle accessible
09:39:44: Analyzing disk usage

09:39:44: Space not exceeded

09:39:45: Analyzing JMX agent properties
09:39:45: Instance ID of JMX agent OK
09:39:47: IxpMbean [ application type IXP+2 ] located
09:39:47: Checking syscheck - this can take a while
09:39:49: No active alarms

09:39:50: Checking services

09:39:50: NFS service is running

09:39:51: Portmap service is running

09:39:51: Analyzing ssh keys
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09:39:51: Ping to ixp0907-1a OK

09:39:52: Ping to ixp0907-1b OK

09:39:52: Ping to ixp0907-1c OK

09:39:52: Ping to ixp0907-1d OK

09:39:53: All keys for cfguser accounts exchanged
09:39:53: Analyzing DagServer table in IDB

09:39:54: Server ixp0907-1a reflected in DagServer table
09:39:55: Server ixp0907-1b reflected in DagServer table
09:39:55: Server ixp0907-1c reflected in DagServer table
09:39:56: Server ixp0907-1d reflected in DagServer table
09:39:58: VIP is set in DaqSubSystem table

09:39:59: VIP is set in HaVipDef table

09:39:59: Ping to 10.250.70.115 OK

09:40:00: VIP is accessible

09:40:00: Analyzing processes
09:40:29: >>> Error: There are too many Dataflow processings (18). Should be 10 at most
09:40:29: >>> Suggestion: Dataflows should be redistributed to other servers

09:40:30: Processes analysis done
09:40:30: Analyzing Data Feed status

09:40:31: Data Feed analysis OK
09:40:31: pdu_1 found in /etc/exports
09:40:32: pdu_2 found in /etc/exports
09:40:32: Analyzing bulkconfig content

09:40:33: BulkConfig content is consistent

09:40:33: All tests passed!
09:40:33: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER ixp0907-1a

ANALYSIS OF SERVER ixp0907-1b STARTED

09:40:38: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0

09:41:39: All tests passed!
09:41:39: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER ixp0907-1b

ANALYSIS OF SERVER ixp0907-1c STARTED

09:41:44: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0

09:42:40: All tests passed!
09:42:40: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER ixp0907-1c
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ANALYSIS OF SERVER ixp0907-1d STARTED

09:42:44: STARTING HEALTHCHECK PROCEDURE - SYSCHECK=0

09:43:24: All tests passed!
09:43:25: ENDING HEALTHCHECK PROCEDURE WITH CODE 0
END OF ANALYSIS OF SERVER ixp0907-1d

ixp0907-1a TPD: [ 7.0.1.0.0-86.20.0 ] IXP: [ 10.3.0.0.0-3.2.0 ] XB: None

0 test(s) failed

ixp0907-1b TPD: [ 7.0.1.0.0-86.20.0 ] IXP: [ 10.3.0.0.0-3.2.0 ] XB: [ 10.3.0.0.0-
3.20] 0 test(s) failed

ixp0907-1c TPD: [ 7.0.1.0.0-86.20.0 ] IXP: [ 10.3.0.0.0-3.2.0 ] XB: [ 10.3.0.0.0-
3.20] 0 test(s) failed

ixp0907-1d TPD: [ 7.0.1.0.0-86.20.0 ] IXP: [10.3.0.0.0-3.2.0 ] XB: [ 10.3.0.0.0-
3.20] 0 test(s) failed

Example of a successful test:
10:24:08: Analyzing DagServer table in IDB
10:24:08: Server ixp2222-1b reflected in DagServer table

Example of a failed test:

12:21:48: Analyzing IDB state

12:21:48: >>> Error:  IDB is not in started state (current state X)

12:21:48: >>> Suggestion: Verify system stability and use 'prod.start' to start the product

Upgrade DTO Package

Whenever you will install or upgrade Mediation Server to a new version you need to keep DataWarehouse
compatible. You need to upgrade the DTO package there. DataWarehouse is being used as an external XDR Storage.

The DataWarehouse is expected to have installed Oracle database and database instance with created login,
password, data table space with name DATA_CDR and index table space with name DATA_IND. Such server must
be already installed with DTO schema and package.

Such DataWarehouse need to be already added to management Centralized Configuration and configured.

This procedure describes how to upgrade DTO package on the DataWarehouse. This procedure doesn’t describe
how to install the DataWarehouse.

Note: If the customer refuses to provide you the SY'S user password, you can provide him the files
CreateDTOPKgS.sql and CreateDTOPkgB.sgl to the customer DBA in order for him to proceed with the upgrade
himself.

1. Check DTO package version

Note: Check the previous DTO package version that is installed on the DataWarehouse.
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a)

b)

c)

Open a terminal window and log in to ActMaster server of the Mediation subsystem from which this
DataWarehouse server is reachable.
As cfguser run:

$ igt -L DatawareHouse

Note down Alias and Instance name of the DataWarehouse.

Connect to the DataWarehouse.
As cfguser run:

$ sqlplus /@<alias>

Where alias is  taken from the output in previous step.
Check the DTO package version:
SQL> select pkg_dto.getversion from dual;

Quit the SQL console.
SQL> quit

2. Upgrade DTO package

As cfguser from any server of the Mediation subsystem run:

$ cd_oracle_utils

$ UpgradeDTOPKg.sh -a <ALIAS> <USER_NAME> <IP> <SID>
Or

$ UpgradeDTOPKkg.sh <USER_NAME> <IP> <SID>

where:

e ALIAS is the Oracle DWS alias name obtained in step 1
e |IPisthe DWS IP address

e SID is the database instance nameobtained in step 1(Optional, default value: ‘IXP’)
e USER_NAME is the DWH user name (optional, default value: 'IXP")

Note: In case UpgradeDTOPKkg.sh is used with “-a” option then it will only ask password for the “sys” user. If the
script is invoked without “-an” option then it will ask password for “sys” and DWH user name. Refer to
TRO006061 for the default value for the SYS password.

3. Verify DTO package upgrade

Note: Check External DataWarehouse if the DTO package has been successfully upgraded.

a)

b)

Connect to the DataWarehouse.
As cfguser run:

$ sqlplus /@<alias>
Where alias is  taken from the output received in the first step.
Check the DTO package version :
SQL> select pkg_dto.getversion from dual;

Check if version of DTO package increased after upgrade. Quit the SQL console.
SQL> quit
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Mediation Server Post-Integration Configuration

This procedure describes how to integrate a CSV server into a Mediation subsystem; such a server is used by the
CSV streaming feed feature to store CSV files on a server that is not part of a Mediation subsystem.

Note: For the CSV streaming feed feature, instead of using a dedicated server provided by the customer, it is
possible to use a PDU server which is part of the current Mediation subsystem or which is part of another Mediation
subsystem (as long as all the servers are in the same LAN).

Note: The following procedures describe how to setup shared directories using the NFS v3 protocol; it may be
possible to use NFS v4, but the commands to execute are not described here (you should refer to linux and NFS
documentation to learn how to use NFS v4 protocol).

1. Configure the shared directory on the sharing server

a) Select an existing directory or already mounted local file system in which the exported files will be
stored.
Note: Be sure the shared directory has read/write/execute access rights for Mediation’s cfguser user. If
the user cfguser also exists on the sharing server, with the same UID as on the Mediation servers, create
the shared directory as cfguser (or mount the local file system in a directory owned by cfguser); in any
other case, set RWX access rights on the shared directory for everybody.

b) Update the exports file. As root, execute:
If the server uses a versioning system like rcstool, first check out the file:

# rcstool co /etc/exports

Edit /etc/exports and add this line (<path_to_share> is the directory or path to file system to
share, <ip_ixp_export> is the IP address of an Mediation Server); add as many lines as
Mediation Servers that will remotely access this shared directory

<path_to_share> <ip ixp export>(rw,sync,anonuid=-1)

If needed, check in the file:

# rcstool ci /etc/exports

c) Restart the NFS services. As root execute:
# chkconfig --levels 345 nfs on

# service rpcbind restart
# service nfs restart
2. Mount the shared directory on Mediation Server side

Note: These steps are to be executed on each Mediation Server that will remotely access the shared directory of the
sharing server.

a) Create the mount point. As root, execute:
# mkdir /var/TKLC/ixp/StoreExport

# chown cfguser:cfg /var/TKLC/ixp/StoreExport

b) Update the fstab file. As root, execute:
# rcstool co /etc/fstab

Edit /etc/fstab and add this line (<ip_server_nfs> is the IP address of the sharing server):
<ip server nfs>:<path_to_share> /var/TKLC/ixp/StoreExport nfs
rw,rsize=32768,wsize=32768,s0ft 0 0

# rcstool ci /etc/fstab

# mount --all

c) Restart the NFS services. As root execute:
# chkconfig --levels 345 nfs on
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# service rpcbind restart
# service nfs restart

Note: The firewall must be disabled on the shared CSV server. If the CSV server is maintained by Oracle(Tekelec)
then following steps must be performed to disable the firewall as root  user

a) chkconfig --levels 345 iptables off
b) service iptables stop

If the CSV server is not maintained by Oracle then firewall must be disabled or configured to allow the nfs
connections.
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7. Knowledge Base Procedures

Relnstall Operating system
50 mins per server

Refer TPD Installation in Installation Guide, of the considered release.

Resize /var/TKLC partition

Note: Resize of /var/TKLC partition should be done only when required specially in case of management server
where the size of ISOs is large.

Once the OS is install type the df -kh command to check the space in /var/TKLC partition.

Example:
[root@hostname1357185304]# df -kh
Filesystem Size Used Avail Use% Mounted on

/dev/mapper/vgroot-plat_root

992M 595M 347TM  64%/
/dev/mapper/vgroot-plat_tmp

992M  34M 908M 4% /tmp
/dev/mapper/vgroot-plat_var

992M 845M  97M 90% /var
/dev/mapper/vgroot-plat_var_tklc

3.9G 442M 3.3G 12% /var/TKLC

/dev/mapper/vgroot-plat_usr
39G 21G 1.7G 55% /usr

If space is less than 7.9 G then in order to resize /var/TKLC partition you need to be perform below mentioned steps
on all servers IPM (blade and RMS) before installing applications/thirdparty product :

init 2

umount /dev/mapper/vgroot-plat_var_tklc

Ivextend -L +4G /dev/mapper/vgroot-plat_var_tkic

e2fsck -f /dev/imapper/vgroot-plat_var_tklc

resize2fs -p /dev/mapper/vgroot-plat_var_tklc
reboot

How To Mount the ISO file from PM&C ISO Repository

This procedure describes different steps to follow to mount ISO’s in PM&C repository from a blade server.

1. AddISO in PM&C repository

a) Distribute the media:

»  For physical media insert the application CD/DVD into drive of PM&C server

»  For the ISO file check that iso is present under
/var/TKLC/smac/image/isoimages/home/smacftpusr/ directory. If no copy the
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ISO.

2. Add iso into PM&C repository

a) Onthe PM&C gui navigate to Main Menu » Software » Software Configuration » ManageSoftware
Images

b) On the next screen choose image, put description and press Add New Image.

c) Wait till the adding of image is completed.

3. Record the path of the ISO

a) On the command line of the Management Server running PM&C, run the exportfs command to list
the paths of the exported 1SOs.
# exportfs

b) Inthesample output below, there are 5 1ISOs exported, the PM&C application, TPD, NSP package, Oracle
and WebLogic You will need record the path of the ISO that you want to mount on a blade, as this
path will be required in the mount command.

# exportfs

Jusr/TKLC/smac/html/TPD/PMAC--2.2.0_22.4.0--872-1818-01 169.254.102.0/24
usr/TKLC/smac/html/TPD/TPD--3.2.0_62.12.0—TPD 169.254.102.0/24
fusr/TKLC/smac/html/TPD/NSP--7.0.0-3.5.0--872-2128-101 169.254.102.0/24

{usr/TKLC/smac/html/TPD/Oracle--10.3.0.3-8--872-2115-01 169.254.102.0/24
Jusr/TKLC/smac/html/TPD/Weblogic--10.3-1.2.0--872-2114-101  169.254.102.0/24

4. Login to blade server

Login as root user on the blade server where you want to mount the 1ISO

5. Start portmap service

As root run:
# service portmap start

6. Start nfslock service
As root run:

# service nfslock start

7. Create ISO mount point
As root run:

# mkdir /mnt/local_mount_point

where local_mount_point is the ISO mount point on the local blade server. Example:
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# mkdir /mnt/oracle_iso

8. Mount ISO
AS root run:

# mount management_server_ip:export_pathlocal _mount_point

where management_server_ip is the control network IP address of the PM&C server, export_pathis the export path you
received in step 3 and local_mount_point is the mount point you have created in step 7. Example:

# mount 169.254.102.4:/usr/TKLC/smac/html/TPD/oracle_10 1 0 2 /mnt/oracle_iso

Adding ISO Images to the PM&C Image Repository

Refer to Platform Configuration Guide, Tekelec Platform release 7.3

How to connect a server console using iL0 ssh connection
Open a ssh connection using the server iLO IP address and login with the iLO user and password

login as: root

root@10.31.5.100's password:

User:root logged-in to ILOUSE921N4VQ.tekelec.com(10.31.5.100)
iLO 2 Advanced 2.05 at 13:38:05 Dec 16 2010

Server Name: hostname1368545964

Server Power: On

</>hpiLO->

Than use the vsp command to access the server console and login with the OS user and password

</>hpiLO-> vsp

Starting virtual serial port.
Press 'ESC (' to return to the CLI Session.

</>hpiLO-> Virtual Serial Port active: IO=0x03F8 INT=4

CentOS release 6.3 (Final)
Kernel 2.6.32-279.5.2.el6prerel6.0.1_80.32.0.x86_64 on an x86_64

hostname1368545964 login:
CentOS release 6.3 (Final)
Kernel 2.6.32-279.5.2.el6prerel6.0.1_80.32.0.x86_64 on an x86_64
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hostname1368545964 login:
CentOS release 6.3 (Final)
Kernel 2.6.32-279.5.2.el6prerel6.0.1_80.32.0.x86_64 on an x86_64

hostname1368545964 login: root
Password:

PM&C upgrade

Follow document PM&C Incremental Upgrade, Tekelec Platform release 7.3

Update the switch configurations

& CAUTION: If you are working remotely you may lose the connection on the system

For all the switches configure the SSH access as explained in Hardware Guide doc ID E66862, of the previous
release 10.2

For each CISCO 3020 switch.
Configure the switch in order to add the commands from the step d

a) Asthere is no log file for the following steps it is recommended to enable the log feature from your
terminal in case something would not work as expected and assistance is required.

b) Open atelnet session on the switch and then move from the user mode to privilege mode and then to
config mode

Switch# enable

Note : for the default switch passwords refer to TR006061 (password dragon)

c) Check the current configuration in order to see if it needs to be updated.
Switch# show running-config

d) If some of the commands are missing go to the configuration mode and then paste the commands
Switch# configure terminal

link state track 1

!

interface Port-channell
description ISL_between_4948 and_3020
link state group 1 upstream
!

interface range GigabitEthernet0/1-16
description bay.ethx
link state group 1 downstream
!

interface GigabitEthernet0/17-20
description ISL_between_4948 and_3020
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channel-group 1 mode active

e) Check the configuration is modified as expected

Switch# show running-config

f) If the configuration is fine then you can save it in the flash in order to have it automatically reloaded if
the switch reboot

Switch# copy running-config startup-config

g) Ifthereis an issue in your config you can can reboot the switch without saving and then restart the
config from the step a

Switch# reload

Unset Configuration on Management Server

Unset configuration application access restriction automatically set during Management Server upgrade by
performing the below steps.

Note: Configuration application are automatically restricted to TkicSrv and tekelec user during Management
Server upgrade. After required reconfiguration, Management Server shall return to normal.

Open a web browser and log in to the NSP application interface as TklcSrv user.
Navigate to security application » Filter access

Select None for Restricted configuration setting.
Apply modification.

Hw R
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9. Management Server Backup (Post Upgrade)

This procedure describes how to perform a backup on a Management Server after successful upgrade.

# Il Jopt/oracle/backup/
Output should be:

drwxrwxrwx 3 oracle oinstall 4096 Apr 8 14:38 upgrade_backup

If the permission of /opt/oracle/backup/upgrade_backup is not set as per above snapshot, perform the below step
#chmod 777 /opt/oracle/backup/upgrade_backup
Before proceeding with the Management Server backup, move back the backup which was copied to some other
server as per steps mentioned in section 0
# lopt/oracle/backup
As root run on mgmt. server:

# . SHOME/.bash_profile; cd /opt/nsp/scripts/oracle/cmd;
sh ./launch_pic_global_backup.sh >../trc/cronNSP.log 2>&1

This command might take a long time depending on the size of the backup. Refer to the section “Check
Management Server Backup is valid “of the chapter Management Server Pre-Upgrade Healthcheck and Settings
in order to make sure everything went fine.

Note:Edit the cron job by performing the below steps.

#crontab -e
Uncomment out the launch_pic_global_backup.sh entry by removing the hash(#) at the start.You might use the
command crontab —I to display the list of jobs scheduled. Below should be the updated entry.

# crontab -
00 22 * ** $HOME/.bash_profile; cd /opt/nsp/scripts/oracle/cmd;
sh ./launch_pic_global_backup.sh >../trc/cronNSP.log 2>&1
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10. DIU Upgrade of Mediation & Acquisition Server
Prerequisite: In case of XMF, source partition is /dev/mapper/vgroot-imfdb In case of IXP, source
partition is /dev/mapper/vgroot-plat_ixpidb In the output of df -kh, if the source partition is not

having enough space to extract the 100GB (in short Avail Size is less than 100GB), then you should
increase the HDD.

Increasing the size of HDD:

1. Identify the name & location of qcow image of the VM from the virt-manager.

2. Now via virt-manager keep the VM in shutdown state.

3. In the host machine navigate to the folder where the VM’s corresponding qcow is present
and run the below command:
gemu-img resize vinl.qcow?2 +10G (vinl.qcow?2 should be replaced with name that was
found in step1 and 10 should be replaced with the extra size you want to increase by)

4. Turnon the VM.

5.  Run the below commands on the VM:
parted /dev/sda resizepart 2 100% pvresize /dev/sda2

Configure the server for performing DIU
1. Take backup of the files using below commands:
a. su - root
b.cd ~
c. cp /etc/hosts ~
d. cp /etc/profile.d/ TKLCplat_conf.sh ~
e. cp /etc/fstab ~ (only for IXP)
f. cp /etc/sysconfig/network-scripts/ifcfg-* ~ (only for XMF)

2. Run the below command to see the amount of free space:
vgs

(Free space(VFree) must be atleast 100GB) if free space is not adequate, then execute the steps
mentioned below (steps 3,4,5,6).

If VFree >=100g directly go to step 6. 100GB is the minimum space required. It can be greater
than or equal to 100GB and it is up to customer how much free space he wants to use.
Example [root@pmf(0101-0a log]# vgs

VG #PV #LV #SN Attr VSize VFree

vgroot17 0 wz--n- <568.40g 100g

3. Creating Free Space for DIU if not available in vgs

a. su - cfguser
b. prod.clobber -i

4. For XMF(PMF/IMF) The commands mentioned in point d and e have 2 sizes (253G and 100G). Its the
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total size of vgroot-imfdb partition and we are reducing it so that we can get 100GB free space User has to
adjust their commands properly based on their VM size specifications Take reference from the attached
screenshot (253G in step d is calculated by using the size in red square box-100)

353-100 = 253(This testing had used in step d

New Tab 100.76.147.12 X 10.75.176.167

FHEBRRHRHRRRAHHRR AR B AR R B AR AR R AR R AR AR R R R AR R AR AR R R R R AR R AR R R R R R R R R R R R R R R R R R
### The use of this system is for authorized users only and that all usage may be monitored and/or recorded #i##
FHEH R R R R R R R R R R R R R R R R R R R
Last login: Mon May 19 02:36:25 2025 from

[root@pmfe032-1a ~]# df -kh

Filesystem Size Used Avail Use% Mounted on

devtmpfs 326G 4.0K 32G 1% /dev

tmpfs (¢} 326G 0% /dev/shm

tmpfs 8.8M 32G 1% /run

tmpfs 0 326 0% /sys/fs/cgroup

/dev /mapper/vgroot-plat_root 5 465M 3.2G 13% /

/dev/mapper/vgroot-plat_usr 5 5.66 3.7G 61% /usr

/dev/mapper/vgroot-plat_var 5 224M 1.66 13% /var

/dev/mapper/vgroot-plat_var_tklc 5 3.06 4.4G 41% /var/TKLC

/dev/mapper/vgroot-plat_tmp o7AM.. 148K 907M 1% /tmp

/dev/mapper /vgroot-imfdb 476M 335G 1% /tekelec

tmpfs N 6.3G 0% /run/user/3000

tmpfs . 6.3G 0% /run/user/@

[root@pmf0032-1a ~]# vgs
VG #PV #LV #SN Attr VSize

vgroot 1 7 0 wz--n- <399.40g
[root@pmfee32-1a ~]# []

#LCcLrEeXFe L o AN SN O e

su - root

a. umount / tekelec

b. fuser -mv /dev/mapper/vgroot-imfdb

c. e2fsck -f /dev/mapper/vgroot-imfdb

d. resize2fs /dev/mapper/vgroot-imfdb 253G
e.lvreduce -L -100G /dev/mapper/vgroot-imfdb
f. resize2fs /dev/mapper/vgroot-imfdb

g. mount /dev/mapper/vgroot-imfdb /tekelec

Note: If we get error "Target is busy" while unmounting in above umount command we need to
do reboot and prod.clobber -i again.

For IXP:

The commands mentioned in point d and e have 2 sizes (461G and 100G). Its the total size of vgroot-
plat_ixpidb partition and
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we are reducing it so that we can make 100GB free space.
User has to adjust their commands properly

Take reference from the attached screenshot (461G in step d is calculated by using the size in red square box-
100)

561-100 = 461(this we had used in step d
X 10.75.176.162

[root@ixp0032-1a ~]# df -kh
Filesystem Used Avail Use% Mounted on
devtmpfs 4,0K 166G 1% /dev
tmpfs @ 166 0% /dev/shm
tmpfs 25M 16G 1% /run
tmpfs 0 166 0% /sys/fs/cgroup
/dev/mapper/vgroot-plat_root 5 461M 3.2G 13% /
/dev/mapper/vgroot-plat_usr 5 5.26 4.1G 57% /usr
/dev/mapper /vgroot-plat_var 5 229M 1.6G 13% /var
/dev/mapper/vgroot-plat_var_tklc 7.8G 2.96 4.5G 40% /var/TKLC
/dev/mapper /vgroot-plat_tmp a7aMm_168K 907TM 1% /tmp
/dev/mapper /vgroot-plat_ixpidb 561G 32G 5306 6% /var/TKLC/ixp
:/pdu_0 2.4T 216 2.4T 1% Jusr/TKLC/TKLCixp/pdu/mnt_n01

tmpfs 1.6G 0 1.66 0% /run/user/0
[root@ixp0032-1a ~]# vgs

VG #PV #LV #SN Attr VSize VFree

vgroot 1 7 0 wz--n- <599.40g 0
[root@ixpee32-1a ~1# [

HreL.rexPe s OowaAD AW TOB e 6
su - root

a. umount /var/ TKLC/ixp

Note: If we get error "Target is busy" while unmounting in above umount command we need to do
clobber as cfguser

su - cfguser

prod.clobber -i .

Now as root user just for a minute as some background tasks will be killed slowly and just try to do
umount /var/TKLC/ixp

b. fuser -mv /dev/vgroot/plat_ixpidb

c. e2fsck -f /dev/vgroot/ plat_ixpidb
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d. resize2fs /dev/vgroot/ plat_ixpidb 461G
e.lvreduce -L -100G /dev/vgroot/ plat_ixpidb
f. resize2fs /dev/vgroot/plat_ixpidb

g. mount /dev/vgroot/plat_ixpidb /var/TKLC/ixp

5. su-cfguser
prod.start -i

6. Execute below set of commands only if VFree is greater than or equal to 100 in vgs command
a. su - root
b.init2

c. lvextend -L +4G /dev/vgroot/plat_var_tklc (We are increasing the partition size by 4GB.
Once again it's a minimum of 4GB and it can be greater than or equal to 4GB.)

d. shutdown -r -F now
e. resize2fs -p /dev/vgroot/plat_var_tklc

After all the above steps are completed, then only proceed to the next section.

Installation of DIU iso via GUl(platcfg):

1. Place the DIU iso in /var/ TKLC/upgrade/ folder
iso name for IXP is PIC-MEDSRV-10.5.0.2.0-2.0.1-x86_64-DIU.iso
iso name for PMF is PIC-PROBED-10.5.0.2.0-2.0.1-x86_64-PMF-DIU.iso
iso name for IMF is PIC-PROBED-10.5.0.2.0-2.0.1-x86_64-IMF-DIU.iso

Run validate media in platcfg menu. (su - platcfg — Maintenance — Dual Image Upgrade —
Validate Media )

Run validate media in platcfg menu. (su - platcfg — Maintenance — Dual Image Upgrade — Early
Upgrade Checks)

If any error faced in Early Upgrade Checks
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Solution- You can skip the Early Upgrade Checks by executing this command(not recommended to
execute)

Run the below command-
touch /var/TKLC/log/upgrade/tmp_upgrade.conf && chmod 777
/var/TKLC/log/upgrade/tmp_upgrade.conf && echo 'IGNORE_EARLY_CHECKS=1' >
/var/TKLC/log/upgrade/tmp_upgrade.conf

Run Install of Dual Image Upgrade (su - platcfg — Maintenance — Dual Image Upgrade — Initiate
Background Upgrade)

Run apply of Dual Image Upgrade (su - platcfg — Maintenance — Dual Image Upgrade — Apply
Upgrade)

System will reboot multiple times and DIU will resume after reboot till apply is completed.

If any fatal error is encountered during the upgrade

Solution- Run the below command-
/var/TKLC/backout/diUpgrade -recover

Note- It is 50-50 chance the the DIU will success after recovering from the fatal error.
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So user has to perform DIU steps from starting once again after recovering from the fatal error and if
it fails again then user needs to do the fresh installation of normal iso(non DIU) along with TPD
instead of retrying DIU approach.

Run accept/reject of Dual Image Upgrade (su - platcfg — Maintenance — Dual Image Upgrade —
Accept Upgrade )

2. DIU Post Installation steps
a. su - root
b.cd ~
c. cp hosts /etc/hosts
d. cp TKLCplat_conf.sh /etc/profile.d/
In case of IXP execute below commands
a.cp ~/fstab /etc
b. reboot
3. cd /etc/profile.d
source TKLCplat_conf.sh
4. Only for IMF
Place the non-DIU iso (PIC-PROBED-10.5.0.2.0-2.0.1-x86_64.is0) in /var/TKLC/upgrade/
The below steps must be executed from virt-manager console or virsh console.
For E5APP-B we can use telnet.
a. su - root
b. mount -0 loop /var/TKLC/upgrade/PIC-PROBED-10.5.0.2.0-2.0.1-x86_64.iso / mnt/upgrade

c. While executing this command in IMF E5APPB Setups sometimes a freeze will be noticed(stale
PID) then user have to press q button from keyboard. Screenshots are added , if user sees any such log
that are mentioned in the screenshot then user has to manually press q button.

rpm -ivh --force /mnt/upgrade/ AppStream/Packages/TKLCplatxmf-10.5.0.2.0-
5.0.0.noarch.rpm
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d. rpm -ivh --force /mnt/upgrade/ AppStream/Packages/ TKLCmf-10.5.0.2.0-2.0.1.x86_64.rpm

e. rpm -ivh --force /mnt/upgrade/AppStream/Packages/ TKLCoam-10.5.0.2.0-2.0.1.x86_64.rpm
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5. Only for XMF
a. cd /etc/init.d
b. ./ServiceStarter.sh
6. For XMF (Optional)
This step is just to increase the partition size.
init 2
Ivextend -L +320G /dev/vgroot/imfdb (320 should be replaced with VVFree size when vgs is executed)
shutdown -r -F now
resize2fs -p /dev/vgroot/imfdb
7. For IXP (Optional)
This step is just to increase the partition size.
init 2
Ivextend -L +530G /dev/vgroot/plat_ixpidb (530 should be replaced with VVFree size when vgs is executed)
shutdown -r -F now

resize2fs -p /dev/vgroot/plat_ixpidb

8. After DIU is upgraded in IXP machine, below steps need to be followed:

i. Mediation server post upgrade health check
ii. Ifdiscoveryis not done, then follow the Discovery Mediation Section
iii. Install xDR Builder

9. After DIU upgrade is done in XMF machine, Bellow steps need to be followed:

i Sync Management Server with Acquisition Server
ii.  Acquisition server Post-Sync Health check
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11. Oracle WebLogic Server 14.1.2 Installation and

Management
This chapter outlines the step-by-step process to install Oracle WebLogic Server 14.1.2 along with JDK 17,
create a domain, and set up WebLogic Remote Console.

1. Download Required Software
a. WebLogic Installer

e Visit: Oracle Fusion Middleware Certification

e Download the file: System Requirements and Supported Platforms for Oracle Fusion
Middleware 14c (14.1.2.0.0) (XLS format) to check platform and JDK compatibility.

b. Oracle Software Delivery Cloud

e Navigate to: https:/ /edelivery.oracle.com/

e Search and add the following to your cart:
1. Oracle WebLogic Server 14.1.2

2. JDK17.1.14

Oracle Software Dclivcry Cloud Need Help? Contact Software Delivery Customer Service

o Choose a category and type in a search term or software title you would like to download l@ View Items / Continue
» Select from the drop down results or click Search - you can also select one of our most Popular Downloads.

o Alist of results will appear - additional filters will then be available to refine your search.

» Click on 'Select' next to the title you wish to download - the software will automatically be placed in your Download Queue where you will assign a platform for each Release.

« Download Package (DLP): A collection of related Releases / Release (REL): A specific version of new functionality of a product

+ Still need help? Take our step-by-step Demo Tour or visit the FAQs
Release v | Oracle WebLogic Server @ Clear Popular Downloads Download History
All Commercial Linux/VM
Found 404 results Page Size | 50 v

@ REL: Oracle WebLogic Server 14.1.2.0.0
@ REL: Oracle WebLogic Server 14.1.1.0.0

- BBl Ml WY i G 32 1 4 A
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Remove All
Platforms / Size Published Last Updated
Languages ' Date Date
Microsoft \{ w» Mar 18, 2025 Apr 29, 2025

() Al
Dec 19,2024  Apr 16,2025

[[J Apple Mac OS X (Intel) (64-bit)
()] Apple macOS ARM (64-bit) ROy YAl
[[] Linux ARM 64-bit
[] Linux x86-64

Microsoft Windows x64 (64-bit)

3.

e Choose your OS and click on Continue for Download.

2. Install JDK and WebLogic
a. Install JDK

1. Download and extract the JDK.

2. Set the JDK path in your environment.
b. Install WebLogic

1. Open Command Prompt.

2. Navigate to the directory containing fmw_14.1.2.0.0_wls jar
3. Run:
4. java-jar fmw_14.1.2.0.0_wls.jar
5. Follow the Graphical Installation Wizard:
o Welcome Screen: Click Next
o Auto Updates: Select Skip Auto Updates, click Next

o Installation Location: Choose Oracle Home directory (e.g.,
C:\Oracle\ Middleware\ Oracle_Home)

o Installation Type: Select WebLogic Server, click Next

o Installation Summary: Click Next
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o Installation Progress: Wait for installation to complete

o Installation Complete: Click Finish

3. Create WebLogic Domain
After installation, the Configuration Wizard will launch automatically. If not, manually launch:

¢ Windows: config.cmmd
e Linux: config.sh
Path:
<Oracle_Home>\ oracle_common\ common\ bin\ config.cmd
Configuration Wizard Steps:
1. Create a New Domain
o Select Create a new domain

o Enter domain location (e.g.,
C:\ Oracle\ Middleware\ Oracle_Home\ user_projects\ domains\ mydomain)

o Click Next
2. Select Domain Source
o  Select Basic WebLogic Server Domain
o Click Next
3. Administrator Account
o Enter credentials:
= Username: weblogic
= Password: YourStrongPassword
o Click Next
4. Domain Mode and JDK
o Domain Mode: Development (for local use)
o JDK: Select JDK 17 path
o Click Next
5. Advanced Configuration

o Select the following;:
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* Administration Server
* Node Manager
= Topology
o Click Next
6. Admin Server Configuration
o Name: AdminServer
o Listen Address: leave blank or use localhost
o Listen Port: 7001
o Uncheck SSL (unless needed)
o Click Next
7. Node Manager
o Type: Per Domain Default Location
o Enter Node Manager credentials
o Click Next
8. Managed Servers, Clusters & Machines
o Add aManaged Server
o Add a Cluster
o Assign Managed Server to Cluster
o Add a Machine
o Assign Managed Server to Machine

o Click Next

o Review configuration and click Create

o Click Finish when domain creation completes

4. Start WebLogic Server

Navigate to your domain path:
<domain_path>\startWebLogic.cmd (or .sh for Linux)
This will start the WebLogic Admin Server.
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5. Install WebLogic Remote Console

1. Download WebLogic Remote Console:
o GitHub Release
o Download: WebLogic-Remote-Console-2.4.16-win.exe

bcwnload the Weblogic Remote Console to connect wls 14.1.2 or later version.

https://github.com/oracle/weblogic-remote-console/releases

%  github.com/oracle/weblogic-remote-console/releases (K - 4 ]
————
(PwebLogle-Remote-Console-2.4.16-armé4-mac.dmg Mar
PWebLogic-Remote-Console-2.4.16-armé4-mac.dmg. blockm... Mar 17
DWeblogic-Remote-Console-2.4.16-armé4-mac.zip 243 MB Mar
@Weblogic-Remote-Console-2.4.16-armi4-mac.zip blockmap 259 KB Mar 17
Pweblogic-remote-console-2.4.16-linux.Applmage 255 MB Mar 17
Dweblogic-remote-console-2.4.16-linux.deb 178 MEB Mar 17
Dweblogic-remote-console-2.4,16-linux.rpm 78 MB Mar 17
Bweblogic-remote-console-2.4.16-linux. zip 249 MB Mar 17
DWeblogic-Remote-Console-2.4 16-win.aw 30 ME Mar 17
(PwebLogle-Remota-Console-2.4.16-win.exe blockmap 232 KB Mar 17
@chani:-R:mnlc-Con:nlc-Z.d.lG-nrn.xlu 254 MB Mar 17
@WebLoglc-R.emme-consnle-z.d.lb-xb-l-ma(.ﬂmg 250 MB Mar 17
DWeblogic-Remote-Console-2.4.16-x64-mac.dmeg blockmap Mar 17
@WeblLogic-Remote-Console-2.4.16-x64-mac.zip Mar 17
PWebLogle-Remote-Console-2.4.16-x64-mac zip. blockmap 266 KB Mar 17
[ source code (zip) Mar 27
[Fisource code (targz) Mar 27
N e maditied Type

M Desctop - Today

o > |ﬁ WebLogic-Aemata-Consols-2.4,16-win 5282025 11:15 AM Application 224916 KB

o ] - -

o Once you installed on your system :

2. Extract the file
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Q weblogic Remote Console

< @ Apps Documents  Web Settings People Folders Photos » S
Best match
R
I @ WebLogic Remote Console G}O
App
Documents WebLogic Remote Console
App
i weblogic - in WEB-INF >
@° Weblogic testing result > (3 Open
u’ weblogic - in WEB-INF N (® Run as administrator
£ Open file location
Folders
£ Pinto Start
weblogic - in install > & Pin 6 takbir
weblogic - in thirdparty > W  Uninstall
weblogic - in install >

3.

4. Launch the Remote Console by searching WebLogic Remote Console in Windows Start Menu
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® Connection Provider

Name* 10.6_23server

® Use Web Authentication OJ

® Username* weblogic

® Password* | ©

® URL* http://10.75155.23:8001

® Proxy Override

® Make Insecure Connection

‘ OK H Cancel ‘

@ Weblog Remane Concle - o x

File £9E View Hep

= ’ WeblLogic Remote Console 2.416

Edit Tree Configuration View Tree Monitoring Tree
Maintain configuration of the Examine read-only configuration of View runtime MiBean information for
Weblogic domain you are currently the you e select resources In the WeblLogic
working with, currently working with. Somain you sre currently working

with,

@

Security Data Tree

Manage security-related idormation
(0.8 Users, groups, roles, policies.
credentials, etc ) in the WedLogic
domain you sre currently working
weh,

Security Data Tree: -

Changing User Passwords or Unlocking Accounts in WebLogic 14.1.2
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For change a user password follow these steps:

@ Weblogic Remote Console - RealmSecurityDatas

File Edit View Help

= @ WebLogic Remote Console 2.416

[ Q  search

Customize Table ¥

security realm is a container for the mechanisms--including users, groups, security roles, security policies, ar
lebLogic resources. Security providers store their data outside of the WebLogic configuration. For example, th
sers and groups in the domain’'s embedded LDAP server.

his page lists each security realm that has been configured in this WebLogic Server domain.

Name ~

myrealm

Navigation Path:
Realms — myrealm — Authentication Providers — DefaultAuthenticator — Users — [username]->

Password->new password
Actions:

¢ To change the password, navigate to the Password section and enter a new password.

ealms / myrealm / Authentication Providers / DefaultAuthenticator / Users / testUser

E Save
Use this page to change the password for the selected user.

The minimum password length for a user defined in the WebLogic Authentication provider is eight characters. Dc
weblogic/weblogic in production.

General Password  Attributes  Membership

(@ New Password

Click Save to confirm your changes.
For unlock a locked user account, follow these steps:

Navigation Path:
Servers->nspadmin->Realm Runtimes->myrealm->UnlockUser
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ile Edit View Help

Unlock User

@ Done ® Cancel

If a user unsuccessfully attempts to log into a WebLogic Server instance more than the
configured number of retry attempts, they are locked out of further access.

Unlock the user so they can log in again.

@ Unlock |
Username*

e Enter the locked user name
e Click Done to confirm your changes.

Monitoring Tree :-

The Monitoring Tree in the WebLogic Remote Console provides a structured view of the runtime
components within the WebLogic domain. It allows administrators to access real-time status,
configuration, and performance metrics for critical services and subsystems.

Key Sections in the Monitoring Tree:

Environment:-
View and manage domain-level components such as servers, clusters, machines, and virtual hosts. This is

essential for monitoring server health and configurations.

Scheduling
Monitor and manage job schedules and related runtime data.

Deployments:-
Provides visibility into deployed applications, libraries, and their status. Admins can verify if an

application is running, failed, or pending.
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Application Management ¥

E8] Customize Table ¥ New Dashboard

his page displays the list of Java EE applications and standalone ap
se it to start and stop an application, view the application's intende

Modules in the application can have one of the following states:

= Unprepared - Indicates that none of the modules in this applic

@ Start @ Stop Update/Redeploy [_a Create Plan

~

Name ~ State C  Application b

Services:-
Covers JDBC, JMS, Mail, and other resource services. View status, usage metrics, and any error logs
related to service failures.

= & & &

Environment w Scheduling w Deployments w Services

Security:-
Monitor security providers, auditing configurations, and login/logout activity.

e TuTT—vTew—TTeT

= (@ WebLogic Remote Console 2.416

The domain is experiencing ommunication issues bet

[ Q  search

Realm Runtimes ¥

Customize Table ¥ New Dashboard

This class is used to monitor and manage per security realm runtime information.

Name ~

myrealm
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Interoperability:-
Facilitates integration with external systems. Monitor bridges and adapters used for communication
between WebLogic and other platforms.

= @ WebLogic Remote Console 2.4.16 [ Q. search

The domain is experiencing REST communication issues between servers.

Jolt Runtime ¥

m Customize Table ¥ New Dashboard

his class is used for monitoring a WebLogic Jolt component

Server ~  Connection Pool Count <

o data found.

Diagnostics:-
View logs, diagnostics images, and harvesting data. Useful for troubleshooting and performance tuning.

The domain is experiencing REST communication issues between servers.

Logs and Archives ¥

8] customize Table v New Dashboard

Use this interface to access the specific type of diagnostic data from an underlying log for which this instance is d

Name ~

DataSourceLog
DomainLog
EventsDataArchive
HTTPAccessLog

HarvestedDataArchive

Recent Searches:-
Provides quick access to recently accessed items or views for easier navigation.
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0gic Remote Console 2,416 [ X Search

The domain is experiencing REST communication issues between servers.

Recent Searches

| Customize Table ¥

Lists the searches that the user has recently done.
@' Clear Searches

Search Criteria Date Number Of Matches

No data found.

Dashboards:-
Consolidates critical metrics into a visual format for at-a-glance health and performance monitoring.

The domain periencing REST communication issues between servers

: Dashboards

8] customize Table v

-~ Manages this domain's dashboards.

Note: Custom filtering dashboards are used to display all the instances in the domain that match a type (e.g. Al
filters (e.g. the HealthState is not ok and the application's name contains the string ‘'med').

~ To create one, choose a node from the Navigation tree then select 'New Dashboard'. For example, to create a
'@ Delete Copy

Name ~ Type

<

Date ¢ Number Of Matches <

[0  Application Runtime Data Builtin Filtering Dashboard

]

Deployment Tasks Builtin Filtering Dashboard

Mail Session Configuration in WebLogic:- A Mail Session is used to configure the connection details
needed by WebLogic to send emails using Java Mail API This is useful for sending alerts, notifications, or
system messages from deployed applications.

Navigation Path:

WebLogic Console — Services — Mail Sessions — NspMailSession — Java Mail Properties
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o

Mail Sessions / NspMailSession

his page is for specifying the Java Mail Properties for this Mail Session MBean.

General  Targets  Java Mail Properties
mail.transport.protocol smtp
mail.smtp.timeout 500
mail.smtp.connectiontimeout 500
mail.smtp.host mail.server
mail.smtp.from noreply@tekelec.com

.

To Create a New Mail Session:-

1. Navigate to:
WebLogic Console — Edit Tree — Mail Sessions — New

2. Click Create.
3. Provide the required details:
o Name: e.g., NspMailSession2
o JNDI Name: e.g., mail/ NspMailsession2
o JavaMail Properties:
* mail.transport.protocol = smtp
* mail.smtp.host = serverl.oramail.com
* mail.smtp.from = noreply@tekelec.com
* mail.smtp.timeout = 500

* mail.smtp.connectiontimeout = 500
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Troubleshoot Details

-

6 NspMailSession2

@ mail/nspMailSession2

ile Edit View Help

This page is for specifying the Java Mail Properties for this Mail Session MBean.

General Targets  Java Mail Properties

@ JavaMail

Properties Properties Name < Properties Value & +
mail.transport.protocol smtp ]E[
mail.smtp.host serverl.oramail.com ]E[
mail.smtp.from noreply @tekelec.com ]E[
mail.smtptimeout 500 ]E[
4. Click Save.
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#!/bin/sh
                                                                                
#
#       UNIX command script to create and attach user profile
#       Author  : Manish Arya
#       param $1 = Oracle connection string (user/password@db_string)
#       param $2 = Profile Name

# script functions
function usage() 
{
	echo -ne "Usage: $0	<connection> <user_name> <profile_name>\n\twith:"
	echo -ne "\n\t<connection> being the Oracle connection string (user/password@db_string)"
    echo -ne "\n\t<user_name>  being the database user name"
	echo -ne "\n\t<session>    being the user profile to be created"	
	echo -ne "\n\t$0 is a shell script to create user profile in NSP configuration\n"
}

# script core
# get full path to current directory
CURRENT_DIR=$(/usr/bin/dirname $0)
cd "${CURRENT_DIR}"
CURRENT_DIR=$(pwd)

if (( $# != 3 ))
then
	usage
	exit 1;
fi


sqlplus -S / as sysdba @./CreatePasswordVerificationFunction.sql

sqlplus -S / as sysdba @./CreateAndAttachUserProfile $2 $3



--------------------------------------------------------------
-- SQL script to create profile for a user
--------------------------------------------------------------

SET FEEDBACK OFF
SET VERIFY OFF

SET SERVEROUTPUT ON
EXECUTE DBMS_OUTPUT.ENABLE (NULL);

SPOOL CreateAndAttachUserProfile.trc

DEFINE USER_NAME=&1
DEFINE PROFILE_NAME=&2

SELECT TO_CHAR(SYSDATE,'DD/MM/YYYY HH24:MI:SS') "Begin CreateAndAttachUserProfile." FROM DUAL;

DECLARE

        msg             VARCHAR2(1000);
        p_name          VARCHAR2(30);
        p_count         NUMBER;
        no_table        EXCEPTION;
        PRAGMA          EXCEPTION_INIT( no_table, -942 );
BEGIN

    msg := CHR(10) || 'CreateAndAttachUserProfile ' || '&USER_NAME ' || '&PROFILE_NAME' || CHR(10);
    DBMS_OUTPUT.PUT_LINE( msg );

    SELECT PROFILE INTO p_name FROM DBA_USERS where USERNAME = '&USER_NAME';

    IF p_name = '&PROFILE_NAME' THEN
        msg := CHR(10) || 'Profile ' || '&PROFILE_NAME' || ' already attached with user ' || '&USER_NAME' || CHR(10);
        DBMS_OUTPUT.PUT_LINE( msg );
    ELSE
        msg := CHR(10) || 'Profile ' || '&PROFILE_NAME' || ' not attached with user ' || '&USER_NAME' || CHR(10);
        DBMS_OUTPUT.PUT_LINE( msg );

        p_count := 0;
        SELECT count(*) INTO p_count FROM DBA_PROFILES where PROFILE='&PROFILE_NAME';
        IF p_count = 0 THEN
            BEGIN
                msg := CHR(10) || 'Creating profile ' || '&PROFILE_NAME' || CHR(10);
                DBMS_OUTPUT.PUT_LINE( msg );

                EXECUTE IMMEDIATE 'CREATE PROFILE &PROFILE_NAME LIMIT
                    SESSIONS_PER_USER          UNLIMITED
                    CPU_PER_SESSION            UNLIMITED
                    CPU_PER_CALL               UNLIMITED
                    CONNECT_TIME               UNLIMITED
                    LOGICAL_READS_PER_SESSION  UNLIMITED
                    LOGICAL_READS_PER_CALL     UNLIMITED
                    PRIVATE_SGA                UNLIMITED
                    COMPOSITE_LIMIT            UNLIMITED
                    FAILED_LOGIN_ATTEMPTS      5
                    PASSWORD_LIFE_TIME         UNLIMITED
                    PASSWORD_REUSE_TIME        UNLIMITED
                    PASSWORD_REUSE_MAX         20
                    IDLE_TIME                  UNLIMITED
                    PASSWORD_VERIFY_FUNCTION   ocpic_verify_function
                    PASSWORD_LOCK_TIME         1
                    PASSWORD_GRACE_TIME        5
                    INACTIVE_ACCOUNT_TIME      UNLIMITED';

                    msg := CHR(10) || 'Profile ' || '&PROFILE_NAME' || ' created' || CHR(10);
                    DBMS_OUTPUT.PUT_LINE( msg );
            EXCEPTION
                WHEN OTHERS THEN
                DBMS_OUTPUT.PUT_LINE('EXCEPTION (' || SQLCODE || ') ' || SQLERRM);
            END;
        END IF;

        BEGIN
                EXECUTE IMMEDIATE 'ALTER USER &USER_NAME PROFILE &PROFILE_NAME';

                msg := CHR(10) || 'Profile ' || '&PROFILE_NAME' || ' attached with user ' || '&USER_NAME' || CHR(10);
                DBMS_OUTPUT.PUT_LINE( msg );
        EXCEPTION
            WHEN OTHERS THEN
            DBMS_OUTPUT.PUT_LINE('EXCEPTION (' || SQLCODE || ') ' || SQLERRM);
        END;
    END IF;

EXCEPTION
    WHEN OTHERS THEN
        DBMS_OUTPUT.PUT_LINE( 'General error (' || SQLCODE || ') : ' || SQLERRM );
        DBMS_OUTPUT.PUT_LINE( CHR(10) );

END;
/

SELECT TO_CHAR(SYSDATE,'DD/MM/YYYY HH24:MI:SS') "End CreateAndAttachUserProfile." FROM DUAL;

SPOOL OFF

EXIT



--------------------------------------------------------------
-- SQL script to create Password Verification Function
--------------------------------------------------------------

SET FEEDBACK OFF
SET VERIFY OFF

SET SERVEROUTPUT ON
EXECUTE DBMS_OUTPUT.ENABLE (NULL);

SPOOL CreatePasswordVerificationFunction.trc

SELECT TO_CHAR(SYSDATE,'DD/MM/YYYY HH24:MI:SS') "Begin " FROM DUAL;

CREATE OR REPLACE FUNCTION ocpic_verify_function
    (username VARCHAR2, password VARCHAR2, old_password VARCHAR2)
RETURN BOOLEAN IS
    DIFFER  INTEGER;
    DB_NAME VARCHAR2(40);
    i       INTEGER;
    reverse_user dbms_id;
    canon_username dbms_id := username;
BEGIN
   IF (substr(username,1,1) = '"') THEN
       EXECUTE IMMEDIATE 'begin dbms_utility.canonicalize(:p1,  :p2, 128); end;'
                        using IN username, OUT canon_username;
   END IF;

   IF NOT ora_complexity_check(password, chars => 8, letter => 1, digit => 1, special => 1) THEN
       RETURN(FALSE);
   END IF;

   -- Check if the password contains the username
   IF regexp_instr(password, canon_username, 1, 1, 0, 'i') > 0 THEN
       raise_application_error(-20002, 'Password contains the username');
   END IF;

   -- Check if the password contains the username reversed
   FOR i in REVERSE 1..length(canon_username) LOOP
       reverse_user := reverse_user || substr(canon_username, i, 1);
   END LOOP;
   IF regexp_instr(password, reverse_user, 1, 1, 0, 'i') > 0 THEN
       raise_application_error(-20003, 'Password contains the username reversed');
   END IF;

   -- Check if the password contains 'oracle'
   IF regexp_instr(password, 'oracle', 1, 1, 0, 'i') > 0 THEN
       raise_application_error(-20006, 'Password too simple');
   END IF;

   RETURN(TRUE);
END;
/

SELECT TO_CHAR(SYSDATE,'DD/MM/YYYY HH24:MI:SS') "End " FROM DUAL;

SPOOL OFF

EXIT




#!/bin/sh
# miscellaneous shell functions for NSP install

###############################################################################
fn_nsp_set_var()
{
export NSP_PKG_DIR="${TEKELEC_USER_HOME}"/nsp-package

export NSP_OPT_DIR=/opt/nsp
export NSP_TMP_DIR=/opt/nsp/nsp_tmp
export TMP_NSP_CD_DIR=${NSP_OPT_DIR}/nsp-package-temp
export TMP_WL_CD_DIR=${NSP_OPT_DIR}/weblogic-package-temp
export TMP_ORACLE_CD_DIR=${NSP_OPT_DIR}/oracle-package-temp

export BEA_HOME=${NSP_OPT_DIR}/bea
export DOMAIN_DIR=${BEA_HOME}/user_projects/domains/tekelec
export BEA_PRODUCT=${BEA_HOME}/wlhome
export BACKUP_DIR_PATH=/opt/oracle/backup
}


###############################################################################
fn_nsp_chk_not_already_nsp()
{
_retcode=0
# setup script must not be used if NSP is already installed
if [ -d ${DOMAIN_DIR} ]; then
  _retcode=3
fi
}

###############################################################################
fn_nsp_chk_already_nsp()
{
_retcode=0
# upgrade script must not be used if NSP is not already installed
if [ ! -d ${DOMAIN_DIR} ]; then
  _retcode=5
fi
}

###############################################################################
fn_nsp_chk_build()
{
_retcode=0
# upgrade script must be applied only on 2.1.0-2.0 release
grep 2.1.0-2.0 ${NSP_PKG_DIR}/packageversions.properties ||  _retcode=6
}

###############################################################################
fn_nsp_chk_iso_md5()
{
_retcode=0
# verify that NSP ISO content is ok
pushd ${CDROM_PATH} > /dev/null
md5sum -c checksum.md5 | grep FAILED > /dev/null 2>&1  && _retcode=7
popd > /dev/null
}

###############################################################################
fn_nsp_chk_ear_in_tmp()
{
	# verify that no .ear files exists in /tmp
	# if some files xxx.ear exists, rename them to xxx.ear.renamed
	pushd /tmp > /dev/null
	_file_renamed=false
	if [ -f *.ear ]; then
		for i in *.ear
		do
			mv $i $i.renamed
			_file_renamed=true
		done
	fi
	if [ x${_file_renamed} = xtrue ]; then
		fn_utl_show_msg "Existing .ear in /tmp folder have been renamed with .renamed extension"
	fi
	popd > /dev/null
}


###############################################################################
fn_nsp_create_tekelec_user()
{
groupadd tekelec
adduser -g tekelec -d ${TEKELEC_USER_HOME} -M tekelec
echo "tekelec:tekelec" | chpasswd
#### change ownership for oracle dirs
id oracle > /dev/null 2>&1 \
        && chown -fR oracle:oinstall ${TEKELEC_USER_HOME}/oracle*
}


###############################################################################
####################### NSP server and apps ###################################
###############################################################################

###############################################################################
fn_nsp_toggle_option()
{
    case x$1 in
        xyes) echo no;;
        xno) echo yes;;
        *) echo no;;
    esac
}


###############################################################################
fn_nsp_choose_optional_modules()
{
# return : ${VALUE}
export OPT_INSTALL_STANDARD=yes
export OPT_INSTALL_DASHBOARD=yes
export OPT_INSTALL_PROALARM=yes
export OPT_INSTALL_FORWARDING=yes
export OPT_INSTALL_PROTRACE=yes
export OPT_INSTALL_PRODIAG=no
export OPT_INSTALL_DATAFEED=no

export RESPONSE=-1
while [ x${RESPONSE} != x0 ]
do
    echo ""
    echo "The modules tagged yes in the list below will be installed"
    echo "   1 ${OPT_INSTALL_DASHBOARD}      Dashboard"
    echo "   2 ${OPT_INSTALL_PROALARM}      AlarmConfiguration"
    echo "   3 ${OPT_INSTALL_FORWARDING}      Forwarding"
    echo "   4 ${OPT_INSTALL_PROTRACE}      Enable ProTrace Tracing"
    echo "   5 ${OPT_INSTALL_PRODIAG}      ProDiag"
    echo "   6 ${OPT_INSTALL_DATAFEED}      DataFeed"
    echo "   9 ${OPT_INSTALL_CUSTOMERCARE}      CustomerCare"
    echo "   0 ---Begin installation---"
    echo -n "   Enter item number to select/unselect module, or 0 to begin installation: "
    read RESPONSE
    case ${RESPONSE} in
        1) OPT_INSTALL_DASHBOARD=`fn_nsp_toggle_option ${OPT_INSTALL_DASHBOARD}`;;
        2) OPT_INSTALL_PROALARM=`fn_nsp_toggle_option ${OPT_INSTALL_PROALARM}`;;
        3) OPT_INSTALL_FORWARDING=`fn_nsp_toggle_option ${OPT_INSTALL_FORWARDING}`;;
        4) OPT_INSTALL_PROTRACE=`fn_nsp_toggle_option ${OPT_INSTALL_PROTRACE}`;;
        5) OPT_INSTALL_PRODIAG=`fn_nsp_toggle_option ${OPT_INSTALL_PRODIAG}`;;
        6) OPT_INSTALL_DATAFEED=`fn_nsp_toggle_option ${OPT_INSTALL_DATAFEED}`;;
        9) OPT_INSTALL_CUSTOMERCARE=`fn_nsp_toggle_option ${OPT_INSTALL_CUSTOMERCARE}`;;
    esac
done
}

###############################################################################
fn_nsp_retrieve_optional_modules()
{
    # get list from actually deployed list
    export OPT_INSTALL_DASHBOARD=no
    export OPT_INSTALL_PROALARM=no
    export OPT_INSTALL_FORWARDING=no
    export OPT_INSTALL_DATAFEED=no
    export OPT_INSTALL_PROTRACE=yes
    export OPT_INSTALL_PRODIAG=no
    export OPT_INSTALL_CUSTOMERCARE=no
    export OPT_INSTALL_SIGTRANPRODIAG=no

	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/Dashboard ] && OPT_INSTALL_DASHBOARD=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/ProAlarm ] && OPT_INSTALL_PROALARM=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/Alarm\ Forwarding ] && OPT_INSTALL_FORWARDING=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/DataFeed ] && OPT_INSTALL_DATAFEED=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/ProTrace ]&& OPT_INSTALL_PROTRACE=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/prodiag ] && OPT_INSTALL_PRODIAG=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/customercare ]&& OPT_INSTALL_CUSTOMERCARE=yes
	[ -d ${DOMAIN_DIR}/servers/nspadmin/upload/SigtranProdiag ]&& OPT_INSTALL_SIGTRANPRODIAG=yes
}
###############################################################################
fn_nsp_retrieve_optional_modules_from_backup()
{
    # list of already installed modules is saved in optional_modules_list file
    export OPT_INSTALL_DASHBOARD=no
    export OPT_INSTALL_PROALARM=no
    export OPT_INSTALL_FORWARDING=no
    export OPT_INSTALL_DATAFEED=no
    export OPT_INSTALL_PROTRACE=yes
    export OPT_INSTALL_PRODIAG=no
    export OPT_INSTALL_CUSTOMERCARE=no
    
    grep -q 'OPT_INSTALL_DASHBOARD=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_DASHBOARD=yes
    grep -q 'OPT_INSTALL_PROALARM=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PROALARM=yes
    grep -q 'OPT_INSTALL_FORWARDING=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_FORWARDING=yes
    grep -q 'OPT_INSTALL_DATAFEED=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_DATAFEED=yes
    grep -q 'OPT_INSTALL_PROTRACE=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PROTRACE=yes
    grep -q 'OPT_INSTALL_PRODIAG=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PRODIAG=yes
    grep -q 'OPT_INSTALL_CUSTOMERCARE=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_CUSTOMERCARE=yes
}

###############################################################################
fn_nsp_backup_optional_modules_list()
{
    # list of already installed modules is saved in optional_modules_list file
    /bin/cp /dev/null ${UPGRADE_BACKUP_DIR}/optional_modules_list
if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/Dashboard ]; then
    echo OPT_INSTALL_DASHBOARD=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_DASHBOARD=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/ProAlarm ]; then
    echo OPT_INSTALL_PROALARM=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PROALARM=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/Alarm\ Forwarding ]; then
    echo OPT_INSTALL_FORWARDING=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_FORWARDING=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/DataFeed ]; then
    echo OPT_INSTALL_DATAFEED=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_DATAFEED=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

# protrace case change between versions
if [ x${FROM_RELEASE} = x3. ]; then
	if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/protrace ]; then
	    echo OPT_INSTALL_PROTRACE=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
	else
	    echo OPT_INSTALL_PROTRACE=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
	fi
else
	if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/ProTrace ]; then
	    echo OPT_INSTALL_PROTRACE=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
	else
	    echo OPT_INSTALL_PROTRACE=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
	fi
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/prodiag ]; then
    echo OPT_INSTALL_PRODIAG=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PRODIAG=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/customercare ]; then
    echo OPT_INSTALL_CUSTOMERCARE=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_CUSTOMERCARE=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/SigtranProdiag ]; then
    echo OPT_INSTALL_SIGTRANPRODIAG=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_SIGTRANPRODIAG=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi
if [ -f ${NSP_OPT_DIR}/tracingenabled ]; then
    echo OPT_INSTALL_PROTRACETRACING=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PROTRACETRACING=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

}

###############################################################################
fn_nsp_copy_package()
{
    mkdir -p ${NSP_PKG_DIR}
    #/bin/cp -Rf "${CDROM_PATH}"/* ${NSP_PKG_DIR}/.
    chmod -R u+w ${NSP_PKG_DIR}
    find ${NSP_PKG_DIR} -name "*.sh" -exec chmod a+x {} \;
    find ${NSP_PKG_DIR} -name "*.sh" -o -name "*.rsp" -o -name "*.xml" -o -name "*.sql" -exec dos2unix {} \; 2> /dev/null
    chown -R tekelec:tekelec ${NSP_PKG_DIR}
    # update startup scripts
	if [ -d ${DOMAIN_DIR} ]; then
		/bin/cp -f ${NSP_PKG_DIR}/framework/server/dist/server/startNSP_upgrade.sh ${DOMAIN_DIR}/.
		/bin/cp -f ${NSP_PKG_DIR}/framework/server/dist/server/stopNSP.sh ${DOMAIN_DIR}/.
	fi
	fn_nsp_update_nspservice

	# update external libs
	if [ -d ${DOMAIN_DIR} ]; then
		/bin/cp -f ${NSP_PKG_DIR}/thirdparty/steleus/logger/nsp-logger.jar ${DOMAIN_DIR}/lib/.
	fi
}

###############################################################################
fn_nsp_copy_post_install_scripts()
{
    mkdir -p ${NSP_OPT_DIR}/scripts
    /bin/cp -Rf ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/* ${NSP_OPT_DIR}/scripts/.
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/scripts/*_procs.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/upscale/upscale_oracle.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/upscale/upscale_backout.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/health_check/post_upgrade_config.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/health_check/post_upgrade_sanity_check.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/server/dist/server/generate_wl_encrypted_pwd.py ${NSP_OPT_DIR}/scripts/procs/
    
    dos2unix ${NSP_OPT_DIR}/scripts/update_nsp.sh 2> /dev/null
    cd ${NSP_OPT_DIR}/scripts/procs/
    dos2unix * 2> /dev/null
    chmod -R 755 ${NSP_OPT_DIR}/scripts/*
    chown -R tekelec:tekelec ${NSP_OPT_DIR}/scripts/
    fn_nsp_update_nsp_setenv
    
    mkdir -p ${NSP_OPT_DIR}/scripts/oracle
	
	mkdir -p ${NSP_OPT_DIR}/observer
	/bin/cp -Rf ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/observerFiles/* ${NSP_OPT_DIR}/observer/.
	chmod 755 ${NSP_OPT_DIR}/observer
	chmod 755 ${NSP_OPT_DIR}/observer/*.*
	
    /bin/cp -Rf ${NSP_PKG_DIR}/framework/db/dist/utils/* ${NSP_OPT_DIR}/scripts/oracle/.
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sh" -exec dos2unix {} \; 2> /dev/null
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sql" -exec dos2unix {} \; 2> /dev/null
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sh" -exec chmod a+x {} \;
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sql" -exec chmod a+x {} \;
    find ${NSP_PKG_DIR}/framework/install/dist/install/optional/ -name "*.sh" -exec chmod a+x {} \;
	id oracle > /dev/null 2>&1 \
        && chown -R oracle:oinstall ${NSP_OPT_DIR}/scripts/oracle/    
	
    rm -Rf ${NSP_OPT_DIR}/scripts/oracle/cmd/Update*.*
    rm -Rf ${NSP_OPT_DIR}/scripts/oracle/sql/Update*.*
}

###############################################################################
fn_nsp_update_post_install_scripts()
{
   		
   /bin/cp  ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/procs/*proc*.sh ${NSP_OPT_DIR}/scripts/procs/.
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/IxpDbToCsv.sh ${NSP_OPT_DIR}/scripts/.
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/DictionaryUsage.sh ${NSP_OPT_DIR}/scripts/.
    /bin/cp  ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/procs/install_nodeA.sh ${NSP_OPT_DIR}/scripts/procs/.
    /bin/cp  ${NSP_PKG_DIR}/framework/install/dist/install/scripts/utl_procs.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp  ${NSP_PKG_DIR}/framework/install/dist/install/scripts/sys_procs.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp  ${NSP_PKG_DIR}/framework/install/dist/install/scripts/nsp_procs.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp  ${NSP_PKG_DIR}/framework/install/dist/install/scripts/nsp_procs_upgrade.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/scripts/jmx_procs.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/upscale/upscale_oracle.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/upscale/upscale_backout.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/health_check/post_upgrade_config.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp ${NSP_PKG_DIR}/framework/install/dist/install/health_check/post_upgrade_sanity_check.sh ${NSP_OPT_DIR}/scripts/procs/
    /bin/cp -u ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/LaunchExpNSPrealm.sh ${NSP_OPT_DIR}/scripts/
    /bin/cp -u ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/ExpNSPSys.sh ${NSP_OPT_DIR}/scripts/
    /bin/cp -u ${NSP_PKG_DIR}/framework/install/dist/install/post_installation/LaunchImpNSPrealm.sh ${NSP_OPT_DIR}/scripts/
    /bin/cp ${NSP_PKG_DIR}/framework/server/dist/server/generate_wl_encrypted_pwd.py ${NSP_OPT_DIR}/scripts/procs/


    cd ${NSP_OPT_DIR}/scripts/
    tar cf oracle-scripts.tar oracle/
    
    # Moving file to /opt/nsp/scripts
    rm -Rf ${NSP_OPT_DIR}/scripts/oracle/*    
    /bin/cp -Rf ${NSP_PKG_DIR}/framework/db/dist/utils/* ${NSP_OPT_DIR}/scripts/oracle/.
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sh" -exec dos2unix {} \; 2> /dev/null
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sql" -exec dos2unix {} \; 2> /dev/null
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sh" -exec chmod a+x {} \;
    find ${NSP_OPT_DIR}/scripts/oracle -name "*.sql" -exec chmod a+x {} \;
	id oracle > /dev/null 2>&1 \
        && chown -R oracle:oinstall ${NSP_OPT_DIR}/scripts/oracle/    
	
    rm -Rf ${NSP_OPT_DIR}/scripts/oracle/cmd/Update*.*
    rm -Rf ${NSP_OPT_DIR}/scripts/oracle/sql/Update*.*
    
    # Create NSP temporary folder if not already exists
    mkdir -p ${NSP_TMP_DIR}
    chown -R tekelec:tekelec ${NSP_TMP_DIR}
    
}

fn_nsp_retrieve_weblogic_ports()
{
export NSP_WL_ADMIN_PORT=`grep env.NSP_WEBLOGIC_ADMIN_PORT=  /opt/nsp/nsp-package/framework/global_deploy.properties | cut -d "="  -f2 | tr -d '\r'`
export NSP_WL_NSP_PORT1=`grep env.NSP_WEBLOGIC_PORT=  /opt/nsp/nsp-package/framework/global_deploy.properties | cut -d "="  -f2 | tr -d '\r'`
export NSP_WL_NSP_PORT2=`grep env.NSP_WEBLOGIC_PORT2=  /opt/nsp/nsp-package/framework/global_deploy.properties | cut -d "="  -f2 | tr -d '\r'`
export NSP_WL_NSP_PORT3=`grep env.NSP_WEBLOGIC_PORT3= /opt/nsp/nsp-package/framework/global_deploy.properties | cut -d "="  -f2 | tr -d '\r'`
export NSP_WL_NSP_PORT4=`grep env.NSP_WEBLOGIC_PORT4=  /opt/nsp/nsp-package/framework/global_deploy.properties | cut -d "="  -f2 | tr -d '\r'`
}

###############################################################################
fn_nsp_update_nsp_setenv()
{
	/bin/rm -f ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	fn_nsp_retrieve_weblogic_ports
	NSP_DB_HOST=`(grep NSP_DB_HOST /opt/nsp/nsp-package/framework/global_deploy.properties  | head -1 | (awk -F "=" '{print $2}'))`

	NSP_APACHE_HOST=`(grep NSP_ADMIN_HOST /opt/nsp/nsp-package/framework/global_deploy.properties  | head -1 | (awk -F "=" '{print $2}'))`

	echo " " >> ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export BOX_TO_INSTALL=${BOX_TO_INSTALL}" >> ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_DB_HOST=${NSP_DB_HOST}" >> ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_APACHE_HOST=${NSP_APACHE_HOST}" >> ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_J2EE_HOST=${NSP_APACHE_HOST}" >> ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_J2EE_HOST2=${NSP_APACHE_HOST}" >> ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_WL_ADMIN_PORT=${NSP_WL_ADMIN_PORT}" >>  ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_WL_NSP_PORT1=${NSP_WL_NSP_PORT1}" >>  ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_WL_NSP_PORT2=${NSP_WL_NSP_PORT2}" >>  ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_WL_NSP_PORT3=${NSP_WL_NSP_PORT3}" >>  ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
	echo "export NSP_WL_NSP_PORT4=${NSP_WL_NSP_PORT4}" >>  ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
}
	
###############################################################################
fn_nsp_backup_nsp_package()
{
	if [ -d ${NSP_PKG_DIR} ]; then
	    cd ${NSP_PKG_DIR}
	    tar cf ${UPGRADE_BACKUP_DIR}/nsp-package.tar . ||  _retcode=105
	fi
}
###############################################################################
fn_nsp_restore_nsp_package()
{
	mkdir -p ${NSP_PKG_DIR} 2> /dev/null
	chown tekelec:tekelec ${NSP_PKG_DIR}
	cd ${NSP_PKG_DIR}
    /bin/rm -rf *
	tar xf ${UPGRADE_BACKUP_DIR}/nsp-package.tar
}
###############################################################################
# PR230112: Configuration report and bulk export configuration
fn_nsp_backup_config_reports()
{
# Create NSP temporary folder if not already exists
    mkdir -p ${NSP_TMP_DIR}
    chown -R tekelec:tekelec ${NSP_TMP_DIR}
#su - tekelec -c "
#cd ${NSP_PKG_DIR}/framework/core
#ant config.report -Dparam.export.file.path=${NSP_TMP_DIR}
#"
}

###############################################################################
fn_nsp_backup_nsp_scripts()
{
    if [ -d ${NSP_OPT_DIR}/scripts ]; then
        cd ${NSP_OPT_DIR}/scripts
        tar cf ${UPGRADE_BACKUP_DIR}/nsp-scripts.tar . ||  _retcode=105
    fi
}
###############################################################################
fn_nsp_restore_nsp_scripts()
{
	# in 4 boxes config, backups are on the oracle box
    mkdir -p ${NSP_OPT_DIR}/scripts 2> /dev/null
    chown tekelec:tekelec ${NSP_OPT_DIR}/scripts
    cd ${NSP_OPT_DIR}/scripts
    /bin/rm -rf *
    
	if [ x${BOX_TO_INSTALL} = xonebox -o x${BOX_TO_INSTALL} = xoracle  ]; then
		# backup is local    
    	tar xf ${UPGRADE_BACKUP_DIR}/nsp-scripts.tar
	else
		# backup is on oracle box
		mkdir -p ${UPGRADE_BACKUP_DIR}
		scp -rq root@${NSP_DB_HOST}:${UPGRADE_BACKUP_DIR}/${BOX_TO_INSTALL}_box/* ${UPGRADE_BACKUP_DIR}/.
		tar xf ${UPGRADE_BACKUP_DIR}/nsp-scripts.tar
	fi
	source ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh 
	# name of variable change between 3.2 and 4.0
	export NSP_APACHE_HOST=${IP_ADDR_FRONTEND:-${NSP_APACHE_HOST}}

    if [ x${BOX_TO_INSTALL} = xonebox -a x${NSP_DB_HOST} = x ]; then    
	    # in 3.2 one variable, in 4.0 four variables
        export NSP_DB_HOST=${NSP_J2EE_HOST}
        export NSP_APACHE_HOST=${NSP_J2EE_HOST}
        export NSP_J2EE_HOST=${NSP_J2EE_HOST}
        export NSP_J2EE_HOST2=${NSP_J2EE_HOST}
    fi
    # update script with latest values
    fn_nsp_update_nsp_setenv
    
}

###############################################################################
fn_nsp_run_nodemanager_install()
{
    # clean node manager directory
    rm -rf ${BEA_PRODUCT}/common/nodemanager
    mkdir -p ${BEA_PRODUCT}/common/nodemanager/
    /bin/cp ${NSP_PKG_DIR}/framework/server/dist/server/nodemanager.domains ${BEA_PRODUCT}/common/nodemanager/
    /bin/cp ${NSP_PKG_DIR}/framework/server/dist/server/nodemanager.properties ${BEA_PRODUCT}/common/nodemanager/
    chown -R tekelec:tekelec ${BEA_PRODUCT}/common/nodemanager
    # configure NodeManager as Linux service
    fn_update_nodemanager_service
}

###############################################################################
fn_nsp_run_nodemanager_update()
{
    # update node manager configuration
    /bin/cp ${NSP_PKG_DIR}/framework/server/dist/server/nodemanager.properties ${BEA_PRODUCT}/common/nodemanager/
    ### check if nodemanager.domains is not present
    if [ ! -f ${BEA_PRODUCT}/common/nodemanager/nodemanager.domains ] ; then
	    /bin/cp ${NSP_PKG_DIR}/framework/server/dist/server/nodemanager.domains ${BEA_PRODUCT}/common/nodemanager/
    fi
    ### change ownership to tekelec
    chown tekelec:tekelec ${BEA_PRODUCT}/common/nodemanager/nodemanager.properties
    chown tekelec:tekelec ${BEA_PRODUCT}/common/nodemanager/nodemanager.domains
}

###############################################################################
fn_update_nodemanager_service()
{
    # configure NodeManager as Linux service
    /bin/cp -f ${NSP_PKG_DIR}/framework/install/dist/install/service_scripts/nmservice /etc/init.d/.
    dos2unix /etc/init.d/nmservice 2> /dev/null
    chmod 755 /etc/init.d/nmservice
    fn_nsp_enable_nmservice
}

###############################################################################
fn_nsp_enable_nmservice()
{
	# ensure we can do the change
	rcstool unco /usr/TKLC/plat/etc/service_conf 2> /dev/null
	/usr/TKLC/plat/bin/service_conf del nmservice
    /usr/TKLC/plat/bin/service_conf add nmservice rc runlevels=4
    /usr/TKLC/plat/bin/service_conf reconfig    
}

###############################################################################
fn_nsp_enable_nspservice()
{
	# ensure we can do the change
	# configure WebLogic as Linux service
	/bin/cp -f ${NSP_PKG_DIR}/framework/install/dist/install/service_scripts/nspservice /etc/init.d/.
	dos2unix /etc/init.d/nspservice 2> /dev/null
	chmod 755 /etc/init.d/nspservice
	echo "INFO: Adding nsp service to the system" >> ${NSP_INSTALL_LOG}
	chkconfig --add nspservice
	chkconfig --level 345 nspservice on
}

###############################################################################
fn_nsp_run_install()
{
 if [ `free -m |grep ^Mem |awk '{print $2}'` -ge 15000 ]; then
  source ${SETUP_DIR}/scripts/utl_procs.sh
  fn_utl_replace_string_in_file ${NSP_PKG_DIR}/framework/server/dist/server/setDomainEnv.sh "-Xms2560m -Xmx2560m" "-Xms2048m -Xmx2048m"
  fn_utl_replace_string_in_file ${NSP_PKG_DIR}/framework/server/dist/server/setDomainEnv.sh "-Xms2700m -Xmx2700m" "-Xms2048m -Xmx2048m"
  fn_utl_replace_string_in_file ${NSP_PKG_DIR}/framework/server/dist/server/setDomainEnv.sh "-Xms1024m -Xmx2048m" "-Xms256m -Xmx512m"
  fn_utl_replace_string_in_file ${NSP_PKG_DIR}/framework/server/dist/server/startAdmin.sh.template "-Xms1024m -Xmx2048m" "-Xms256m -Xmx512m"
  fi
su - tekelec -c "
export NSP_HOME=${NSP_PKG_DIR}

# following operations done as tekelec user
CLASSPATH=${CLASSPATH}:${BEA_HOME}/oracle_common/modules/oracle.osdt/osdt_cert.jar:${BEA_HOME}/oracle_common/modules/oracle.osdt/osdt_core.jar:${BEA_HOME}/oracle_common/modules/oracle.pki/oraclepki.jar

# create the server
source ${BEA_PRODUCT}/server/bin/setWLSEnv.sh
cd  ${NSP_PKG_DIR}/framework/server
ant server.deploy.oneBox.mgmt << _EOF_
Y
_EOF_
 
"

su  tekelec -c "
############################
#### Copying pcap files ####
############################
`fn_nsp_copy_pcap_files`
"
# end of operations done as tekelec user

# configure logrotate for WebLogic logs
fn_wl_configure_logrotate


echo "Updating jars to WL path"
su tekelec -c "
	 /bin/cp -f   ${NSP_PKG_DIR}/thirdparty/oracle/ojdbc6.jar ${BEA_HOME}/wlhome/server/lib/
	"
}

###############################################################################
fn_nsp_copy_jar_files()
{
echo "Updating latest 3rd party jar files to $DOMAIN_DIR/lib folder."
su - tekelec -c "
rm -f ${DOMAIN_DIR}/lib/*.jar
export NSP_HOME=${NSP_PKG_DIR}

# copy the latest jar files
source ${BEA_PRODUCT}/server/bin/setWLSEnv.sh
cd  ${NSP_PKG_DIR}/framework/server
ant copy.jar.files
 
"
}

###############################################################################
# standard = basic (core,config,portal,logviewer,alarmviewer) + protraq + protrace w/o tracing + scheduler
# optionals = dashboard, alarmconfiguration, datafeed, forwarding, protrace tracing, customercare
fn_nsp_deploy_apps()
{
export ANT_TARGET="basic.all.deploy alarmviewer.deploy protraq.deploy dicohelp.deploy proadmin.deploy dashboard.deploy protrace.deploy scheduler.deploy proupgrade.deploy forwarding.deploy prodiag.deploy datafeed.deploy alarmconfiguration.deploy customercare.deploy sigtransurveillance.deploy observer.deploy observerui.deploy"


# number of tokens
# starting with Gen8, all configs will have the "fourbox" number of tokens
ANT_TARGET="${ANT_TARGET} system.config.onebox"
export NSP_NO_PROMPT=true

# restore environment
source ~tekelec/.bash_profile
su - tekelec -c "
cd ${NSP_PKG_DIR}
mkdir -p trace
cd ${NSP_PKG_DIR}/framework
ant ${ANT_TARGET}


"
}

###############################################################################
####################### UPGRADE ###############################################
###############################################################################

###############################################################################
fn_nsp_create_upgrade_backup_dir()
{
    # this directory will not be erased when resintalling OS
    if [ -d ${UPGRADE_BACKUP_DIR} ]; then
        # remove previous backups if any
        rm -rf ${UPGRADE_BACKUP_DIR} ${UPGRADE_BACKUP_DIR}.bak.*
    fi
### check plat_nsp exist if so create links except for oracle/onebox
source  /opt/nsp/scripts/procs/nsp_setenv.sh
if [ ${BOX_TO_INSTALL} = wls1 -o ${BOX_TO_INSTALL} = wls2 -o ${BOX_TO_INSTALL} = apache ] ; then
   if [ -b /dev/mapper/vgroot-plat_nsp ] ; then
       if [ -L /opt/nsp/upgrade_backup ]; then
            echo "Link for upgrade backup already exists"
       else
            mkdir -p ${NSP_OPT_DIR}/upgrade_backup
            mkdir -p ${BACKUP_DIR_PATH}
            ln -s ${NSP_OPT_DIR}/upgrade_backup ${UPGRADE_BACKUP_DIR} 
       fi
   fi
fi
    mkdir -p ${UPGRADE_BACKUP_DIR}
    _retcode=0
    if [ ! -d ${UPGRADE_BACKUP_DIR} ]; then
        _retcode=104
        _retinfo=${UPGRADE_BACKUP_DIR}
    fi
}

fn_nsp_backup_user_project()
{
    mkdir -p ${UPGRADE_BACKUP_DIR}/weblogic
    cd ${BEA_HOME}/user_projects
    tar cf ${UPGRADE_BACKUP_DIR}/weblogic/user_projects.tar . ||  _retcode=105
}

fn_nsp_restore_user_project()
{
    cd ${BEA_HOME}/user_projects
    /bin/rm -rf *
    tar xf ${UPGRADE_BACKUP_DIR}/weblogic/user_projects.tar

}


###############################################################################
fn_nsp_choose_optional_modules_for_upgrade()
{
# return : ${VALUE}
export RESPONSE=-1
while [ x${RESPONSE} != x0 ]
do
    echo ""
    echo "Select modules from list below to install "
    echo "   1 ${OPT_INSTALL_DATAFEED}      DataFeed" 
    echo "   4 ${OPT_INSTALL_CUSTOMERCARE}      CustomerCare"
    echo "   0 ---Begin installation---"
    echo -n "   Enter item number to select/unselect module, or 0 to begin installation: "
    read RESPONSE
    case ${RESPONSE} in
    	1) OPT_INSTALL_DATAFEED=`fn_nsp_toggle_option ${OPT_INSTALL_DATAFEED}`;;
        4) OPT_INSTALL_CUSTOMERCARE=`fn_nsp_toggle_option ${OPT_INSTALL_CUSTOMERCARE}`;;
    esac
done
}

###############################################################################
#backup nspservice
fn_nsp_backup_nspservice()
{
/bin/cp /etc/init.d/nspservice ${UPGRADE_BACKUP_DIR}/.
}
###############################################################################
# restore nspservice
fn_nsp_restore_nspservice()
{
	fn_nsp_enable_nspservice
}


###############################################################################
fn_nsp_update_wls_config()
{
su - tekelec -c "
export NSP_J2EE_HOST=`fn_sys_get_onboard_ip_address_1`
/bin/cp /dev/null /tmp/wls.properties
echo "user=weblogic" >> /tmp/wls.properties
WL_PWD_CONFIG_FILE=`grep env.NSP_WEBLOGIC_PASSWORD_CONFIG_FILE= ${NSP_PKG_DIR}/framework/global_deploy.properties | cut -d "=" -f2`
WL_PWD_KEY_FILE=`grep env.NSP_WEBLOGIC_PASSWORD_KEY_FILE= ${NSP_PKG_DIR}/framework/global_deploy.properties | cut -d "=" -f2`
echo "userconfigfile=\$WL_PWD_CONFIG_FILE" >> /tmp/wls.properties
echo "userkeyfile=\$WL_PWD_KEY_FILE" >> /tmp/wls.properties
echo "adminServerListenAddress=${NSP_J2EE_HOST}" >> /tmp/wls.properties
echo "adminServerListenPort=8001" >> /tmp/wls.properties
echo "domainName=tekelec" >> /tmp/wls.properties
echo "listenAddresses=${NSP_J2EE_HOST}" >> /tmp/wls.properties
source ${BEA_PRODUCT}/server/bin/setWLSEnv.sh 2>&1
${JAVA_HOME}/bin/java weblogic.WLST -loadProperties /tmp/wls.properties ${NSP_PKG_DIR}/framework/server/dist/server/updateConfig.py 2>&1
" >> ${NSP_INSTALL_LOG} 2>&1

}

###############################################################################
fn_nsp_upgrade_release()
{
	# script to upgrade applications, run as tekelec user
	# param 1 : from release
	# param 2 : to release
	
	if [ "x$1" == "x" -o "x$2" == "x" ]; then
		echo "missing parameters"
        exit
	fi
	
	export FROM_RELEASE=$1
	export TO_RELEASE=$2
	
	# retrieve IP environment
	source ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh 
	export NSP_DB_HOST=${NSP_J2EE_HOST}
    	
	export ANT_TARGET="basic.upgrade protraq.upgrade dicohelp.upgrade proadmin.upgrade promonitor.upgrade scheduler.upgrade proupgrade.upgrade protrace.upgrade dashboard.upgrade forwarding.upgrade prodiag.upgrade alarmconfiguration.upgrade datafeed.upgrade  customercare.upgrade sigtransurveillance.upgrade observer.upgrade observerui.upgrade"
	
	
	# in 6.x protrace should be always installed
	#if [[ x${FROM_RELEASE} = x4.* ]]; then
	#	if [ x${OPT_INSTALL_PROTRACE} = xyes ]; then
	 #   	ANT_TARGET="${ANT_TARGET} protrace.upgrade"
	  #  	ANT_TARGET="${ANT_TARGET} protrace.enable.tracing"
		#else
		#	ANT_TARGET="${ANT_TARGET} protrace.deploy"
		#fi
	#else
	#	ANT_TARGET="${ANT_TARGET} protrace.upgrade"
	#fi

	 
	export NSP_NO_PROMPT=true
	
    echo "Invoking Upgrade Target: ant -f build_upgrade.xml -Dthis.old.version=${FROM_RELEASE} ${ANT_TARGET}"
    su - tekelec -c "
		cd ${NSP_PKG_DIR}/framework
		ant -f build_upgrade.xml -Dthis.old.version=${FROM_RELEASE} ${ANT_TARGET}
    "	
}

###############################################################################
fn_nsp_remote_copy_package_temp()
{
	# params:  $1=IP, $2=box name, $3=from dir, $4=to dir
    _retcode=0
	ssh root@$1 "/bin/rm -rf $4; mkdir -p $4"
    if [ $? != 0 ]; then
        _retcode=202
        _retinfo="$1 $2"
        return
    fi
	scp -rq $3/* root@$1:$4/.	
    if [ $? != 0 ]; then
        _retcode=203
        _retinfo="$1 $2"
        return
    fi
}

###############################################################################
fn_nsp_remote_copy_file()
{
	# params:  $1=IP, $2=box name, $3=from file name, $4=to dir
    _retcode=0
        scp -q root@$1:$3 $4/.
    if [ $? != 0 ]; then
        _retcode=203
        _retinfo="$1 $2"
        return
    fi
}

###############################################################################
fn_nsp_remote_copy_backup_to_oracle()
{
    # params:  $1=box IP, $2=box Oracle IP, $3=box name
    # copy the backup files from pre upgrade to Oracle MSA30, info folder <box name>_box (e.g. apache_box)
    REMOTE_IP=$1
    ORACLE_IP=$2
    _retcode=0
    
    # create folder on oracle box
    ssh root@${ORACLE_IP} "mkdir -p ${UPGRADE_BACKUP_DIR}/$3_box"
    if [ $? != 0 ]; then
        _retcode=202
        _retinfo="$1 $3"
        return
    fi
    
    ssh root@${ORACLE_IP} "scp -rq root@${REMOTE_IP}:${UPGRADE_BACKUP_DIR}/* ${UPGRADE_BACKUP_DIR}/$3_box/." 
    if [ $? != 0 ]; then
        _retcode=204
        _retinfo="$1 $3"
        return
    fi
}

###############################################################################
fn_nsp_remote_backout()
{
    # params:  $1=from release (e.g. 310) $2= to release $3=IP, $4=box name (oracle, apache, wls2)
    FROM_RELEASE=$1
    TO_RELEASE=$2
    REMOTE_IP=$3
    BOX_TYPE=$4
    _retcode=0
    if [ x${BOX_TYPE} = "xwls1" ]; then
        ${CDROM_PATH}/framework/install/dist/install/release_upgrade/backout_box.sh ${CDROM_PATH} ${FROM_RELEASE} ${TO_RELEASE}
    else
        ssh root@${REMOTE_IP} "${TMP_NSP_CD_DIR}/framework/install/dist/install/release_upgrade/backout_box.sh ${TMP_NSP_CD_DIR} ${FROM_RELEASE} ${TO_RELEASE}"
    fi
    if [ $? != 0 ]; then
        _retcode=206
        _retinfo="${BOX_TYPE} ${REMOTE_IP}"
        return
    fi
}


###############################################################################
############################ UPSCALE FUNCTIONS ################################
###############################################################################

fn_nsp_update_nspservice()
{
	fn_nsp_enable_nspservice
}

fn_nsp_upscale_backup_optional_modules_list()
{
    # list of already installed modules is saved in optional_modules_list file
    cp /dev/null ${UPGRADE_BACKUP_DIR}/optional_modules_list
if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/Dashboard ]; then
    echo OPT_INSTALL_DASHBOARD=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_DASHBOARD=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/ProAlarm ]; then
    echo OPT_INSTALL_PROALARM=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PROALARM=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/Alarm\ Forwarding ]; then
    echo OPT_INSTALL_FORWARDING=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_FORWARDING=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/ProTrace ]; then
    echo OPT_INSTALL_PROTRACE=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PROTRACE=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/prodiag ]; then
    echo OPT_INSTALL_PRODIAG=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PRODIAG=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/DataFeed ]; then
    echo OPT_INSTALL_DATAFEED=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_DATAFEED=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -d ${DOMAIN_DIR}/servers/nspadmin/upload/customercare ]; then
    echo OPT_INSTALL_CUSTOMERCARE=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_CUSTOMERCARE=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

if [ -f ${NSP_OPT_DIR}/tracingenabled ]; then
    echo OPT_INSTALL_PROTRACETRACING=yes >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
else
    echo OPT_INSTALL_PROTRACETRACING=no >> ${UPGRADE_BACKUP_DIR}/optional_modules_list
fi

}

fn_nsp_upscale_retrieve_optional_modules_from_backup()
{
    # list of already installed modules is saved in optional_modules_list file
    export OPT_INSTALL_DASHBOARD=no
    export OPT_INSTALL_PROALARM=no
    export OPT_INSTALL_FORWARDING=no
    export OPT_INSTALL_DATAFEED=no
    export OPT_INSTALL_PROTRACE=yes
    export OPT_INSTALL_PRODIAG=no
    export OPT_INSTALL_CUSTOMERCARE=no
    export OPT_INSTALL_PROTRACETRACING=no

    grep -q 'OPT_INSTALL_DASHBOARD=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_DASHBOARD=yes
    grep -q 'OPT_INSTALL_PROALARM=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PROALARM=yes
    grep -q 'OPT_INSTALL_FORWARDING=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_FORWARDING=yes
    grep -q 'OPT_INSTALL_PROTRACE=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PROTRACE=yes
    grep -q 'OPT_INSTALL_PRODIAG=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PRODIAG=yes
    grep -q 'OPT_INSTALL_DATAFEED=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_DATAFEED=yes
    grep -q 'OPT_INSTALL_CUSTOMERCARE=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_CUSTOMERCARE=yes
    grep -q 'OPT_INSTALL_PROTRACETRACING=yes' ${UPGRADE_BACKUP_DIR}/optional_modules_list && OPT_INSTALL_PROTRACETRACING=yes

}

fn_nsp_upscale_deploy_apps()
{
	# From 10.0 upscale will no longer exists, so not making any further changes.
	## WARNING!! -- Make sure you provide only app.deploy here with no DB change!
export ANT_TARGET="basic.app.deploy alarmviewer.app.deploy protraq.app.deploy  proadmin.app.deploy promonitor.app.obs.deploy protrace.app.deploy scheduler.app.deploy proupgrade.app.deploy dashboard.app.deploy forwarding.app.deploy prodiag.app.deploy datafeed.app.deploy alarmconfiguration.app.deploy customercare.app.deploy sigtransurveillance.app.deploy, observer.app.deploy observerui.app.deploy"

export NSP_NO_PROMPT=true

# restore environment
source ~tekelec/.bash_profile

su tekelec -c "
cd ${NSP_PKG_DIR}
mkdir -p trace
cd ${NSP_PKG_DIR}/framework
ant ${ANT_TARGET}

cd  ${NSP_PKG_DIR}/framework/core
ant system.config.onebox

"

}

###############################################################################
# Upsacle the Primary, Seconday, apache box remotely from oracle box
###############################################################################
fn_nsp_remote_upscale()
{
# params:  $1 => box to upscale [primary/secondary/apache]
REMOTE_UPSCALE_BOX=$1
_retcode=0
case ${REMOTE_UPSCALE_BOX} in
    apache) 
	fn_utl_show_msg_and_log "Running upscale script on Apache box ${NSP_APACHE_HOST}"
	fn_utl_show_msg_and_log "The installation process will take several minutes"
        ssh root@${NSP_APACHE_HOST} "chmod +x ${NSP_PKG_REMOTE_TEMP_DIR}/framework/install/dist/install/upscale/upscale_apache.sh"
	ssh root@${NSP_APACHE_HOST} "${NSP_PKG_REMOTE_TEMP_DIR}/framework/install/dist/install/upscale/upscale_apache.sh ${NSP_PKG_REMOTE_TEMP_DIR} ${NSP_J2EE_HOST} ${NSP_J2EE_HOST2} ${NSP_DB_HOST}" >> ${NSP_INSTALL_LOG} 2>&1
    ;;
    secondary) 
	fn_utl_show_msg_and_log "Running upscale script on Secondary box ${NSP_J2EE_HOST2}"
	fn_utl_show_msg_and_log "The installation process will take several minutes"
        ssh root@${NSP_J2EE_HOST2} "chmod +x ${NSP_PKG_REMOTE_TEMP_DIR}/framework/install/dist/install/upscale/upscale_secondary.sh"
	ssh root@${NSP_J2EE_HOST2} "${NSP_PKG_REMOTE_TEMP_DIR}/framework/install/dist/install/upscale/upscale_secondary.sh ${NSP_PKG_REMOTE_TEMP_DIR} ${WEBLOGIC_REMOTE_TEMP_DIR}" >> ${NSP_INSTALL_LOG} 2>&1
    ;;
    primary) 
	fn_utl_show_msg_and_log "Running upscale script on Primary box ${NSP_J2EE_HOST}"
	fn_utl_show_msg_and_log "The installation process will take several minutes"
        ssh root@${NSP_J2EE_HOST} "chmod +x ${NSP_PKG_REMOTE_TEMP_DIR}/framework/install/dist/install/upscale/upscale_primary.sh"
	ssh root@${NSP_J2EE_HOST} "${NSP_PKG_REMOTE_TEMP_DIR}/framework/install/dist/install/upscale/upscale_primary.sh ${NSP_PKG_REMOTE_TEMP_DIR} ${WEBLOGIC_REMOTE_TEMP_DIR} ${UPGRADE_BACKUP_DIR_REMOTE} ${NSP_J2EE_HOST2} ${NSP_APACHE_HOST} ${NSP_DB_HOST}" >> ${NSP_INSTALL_LOG} 2>&1
    ;;
    *) ;;
esac
if [ $? != 0 ]; then
    _retcode=401
    _retinfo=${REMOTE_UPSCALE_BOX}
fi
}

###############################################################################
# Upsacle the Primary, Seconday, apache box remotely from oracle box
###############################################################################
fn_nsp_chk_not_already_nsp_remote()
{
_retcode=0
# setup script must not be used if NSP is already installed
ssh $1 "test -d ${DOMAIN_DIR}"
if [ $? == 0 ]; then
  _retcode=3
fi
}
###############################################################################
fn_nsp_retrieve_optional_modules_from_during_recovery()
{
    # list of already installed modules is saved in optional_modules_list file
    export OPT_INSTALL_DASHBOARD=no
    export OPT_INSTALL_PROALARM=no
    export OPT_INSTALL_FORWARDING=no
    export OPT_INSTALL_DATAFEED=no
    export OPT_INSTALL_PRODIAG=no
    export OPT_INSTALL_CUSTOMERCARE=no
    export OPT_INSTALL_SIGTRANPRODIAG=no
export OPT_INSTALL_PROTRACETRACING=no
    
    grep -q 'OPT_INSTALL_DASHBOARD=yes' /tmp/optional_modules_list && OPT_INSTALL_DASHBOARD=yes
    grep -q 'OPT_INSTALL_PROALARM=yes' /tmp/optional_modules_list && OPT_INSTALL_PROALARM=yes
    grep -q 'OPT_INSTALL_FORWARDING=yes' /tmp/optional_modules_list && OPT_INSTALL_FORWARDING=yes
    grep -q 'OPT_INSTALL_DATAFEED=yes' /tmp/optional_modules_list && OPT_INSTALL_DATAFEED=yes
    grep -q 'OPT_INSTALL_PRODIAG=yes' /tmp/optional_modules_list && OPT_INSTALL_PRODIAG=yes
    grep -q 'OPT_INSTALL_CUSTOMERCARE=yes' /tmp/optional_modules_list && OPT_INSTALL_CUSTOMERCARE=yes
    grep -q 'OPT_INSTALL_SIGTRANPRODIAG=yes' /tmp/optional_modules_list && OPT_INSTALL_SIGTRANPRODIAG=yes
    grep -q 'OPT_INSTALL_PROTRACETRACING=yes' /tmp/optional_modules_list && OPT_INSTALL_PROTRACETRACING=yes
}

###############################################################################
fn_nsp_check_deploy_prerequisite()
{
source /opt/nsp/scripts/procs/nsp_setenv.sh
echo "Checking Deploy Prerequisite..."
su - tekelec -c "
sqlplus /@nsp <<EOF > /dev/null 2>&1
select sysdate from dual;
exit
EOF
"
    if [ $? = 0 ] ; then
          echo  "NSP Oracle is UP"
    else
         echo "NSP Oracle is not UP"
         echo "Deploy Prerequisite for NSP is not OK"
        exit 1
    fi
    echo "NSP_WL_ADMIN_PORT: ${NSP_WL_ADMIN_PORT}"
    echo "NSP_J2EE_HOST: ${NSP_J2EE_HOST}"
    su - tekelec -c "cd /opt/nsp/nsp-package/framework/ ant -Dport.wls.ping=${NSP_WL_ADMIN_PORT} -Dserver.wls.ping=${NSP_J2EE_HOST} -Durl.wls.ping=nsp wls.ping > ./debug.log 2>&1"
   echo "===============Test Debug last execution status for admin:: $?"
    if [ $? = 0 ] ; then
         echo  "NSP weblogic admin server is running"
    else
         echo "NSP weblogic admin server is not running"
         echo "Deploy Prerequisite for NSP is not OK"
         exit 1
    fi

   echo "NSP_WL_NSP_PORT1: ${NSP_WL_NSP_PORT1}"
   echo "NSP_J2EE_HOST: ${NSP_J2EE_HOST}"
   su - tekelec -c "cd /opt/nsp/nsp-package/framework/ ant -Dport.wls.ping=${NSP_WL_NSP_PORT1} -Dserver.wls.ping=${NSP_J2EE_HOST} -Durl.wls.ping=nsp wls.ping > /dev/null 2>&1"
   echo "===============Test Debug last execution status for nsp1a :: $?"
    if [ $? = 0 ] ; then
         echo  "NSP weblogic instance nsp1a server is running"
    else
         echo "NSP weblogic instance nsp1a server is not running"
         echo "Deploy Prerequisite for NSP is not OK"
         exit 1
    fi
    echo "NSP_WL_NSP_PORT2: ${NSP_WL_NSP_PORT2}"
    echo "NSP_J2EE_HOST: ${NSP_J2EE_HOST}"

    su - tekelec -c "cd /opt/nsp/nsp-package/framework/ ant -Dport.wls.ping=${NSP_WL_NSP_PORT2} -Dserver.wls.ping=${NSP_J2EE_HOST} -Durl.wls.ping=nsp wls.ping > /dev/null 2>&1"
    echo "===============Test Debug last execution status for nsp1b :: $?"
    if [ $? = 0 ] ; then
         echo  "NSP weblogic instance nsp1b server is running"
    else
         echo "NSP weblogic instance nsp1b server is not running"
         echo "Deploy Prerequisite for NSP is not OK"
         exit 1
    fi
echo "Deploy Prerequisite for NSP is OK"
}
fn_nsp_generate_pwd_files()
{
	if [ ! -f ${DOMAIN_DIR}/configfile.secure ] ; then
		echo "Generating encrypted password files"
		su - tekelec -c "
		cd ${NSP_PKG_DIR}/framework/server
		source ${BEA_HOME}/wlhome/server/bin/setWLSEnv.sh
		ant generate.encrypted.pwd.files.dev
		"
	fi
	
}
fn_nsp_undeploy_core()
{
su - tekelec -c "
cd ${NSP_PKG_DIR}/framework/core
ant common.weblogic.undeploy
"
}
fn_nsp_undeploy_ears()
{
export ANT_TARGET=""
fn_nsp_retrieve_optional_modules
 # retrieve IP environment
        source ${NSP_OPT_DIR}/scripts/procs/nsp_setenv.sh
        export NSP_DB_HOST=${NSP_J2EE_HOST}

        # existing optional application
        if [ x${OPT_INSTALL_DASHBOARD} = xyes ]; then
            ANT_TARGET="${ANT_TARGET} dashboard"
        fi
        if [ x${OPT_INSTALL_FORWARDING} = xyes ]; then
            ANT_TARGET="${ANT_TARGET} forwarding"
        fi
        if [ x${OPT_INSTALL_PRODIAG} = xyes ]; then
            ANT_TARGET="${ANT_TARGET} prodiag"
        fi
        if [ x${OPT_INSTALL_PROALARM} = xyes ]; then
            ANT_TARGET="${ANT_TARGET} alarmconfiguration"
    fi
    if [ x${OPT_INSTALL_DATAFEED} = xyes ]; then
            ANT_TARGET="${ANT_TARGET} datafeed"
        fi

    # new optional applications
    if [ x${OPT_INSTALL_CUSTOMERCARE} = xyes ]; then
        ANT_TARGET="${ANT_TARGET} customercare"
    fi

    if [ x${OPT_INSTALL_PROTRACE} = xyes ]; then
	ANT_TARGET="${ANT_TARGET} protrace"
    fi

export APPS_LIST="${ANT_TARGET} proupgrade scheduler promonitor proadmin alarmviewer logviewer-gwt protraq"
export APPS_IN_FRAMEWORK="security portal core"
echo "Applications to be undeployed are: $APPS_LIST $APPS_IN_FRAMEWORK"
source ~tekelec/.bash_profile
for app in $APPS_LIST; do
echo "undeploying application: ${app}"
cd ${NSP_PKG_DIR}/${app}
ant common.weblogic.undeploy
done

for app in ${APPS_IN_FRAMEWORK}; do
echo "undeploying application:  ${app}"
cd ${NSP_PKG_DIR}/framework/${app}
ant common.weblogic.undeploy
done

}
fn_nsp_update_env()
{
su  - tekelec -c "
	/bin/cp -f  ${NSP_PKG_DIR}/thirdparty/steleus/nfm/nfm-client.jar ${DOMAIN_DIR}/lib/
	/bin/cp -f  ${NSP_PKG_DIR}/thirdparty/steleus/dsapi/dsapi-client.jar ${DOMAIN_DIR}/lib/
	/bin/cp -f  ${CDROM_PATH}/thirdparty/oracle/ojdbc6.jar ${BEA_PRODUCT}/server/lib/
        /bin/cp -f  ${NSP_PKG_DIR}/framework/install/dist/install/ldap/schema.core.xml ${BEA_PRODUCT}/server/lib/
        /bin/cp -f  ${NSP_PKG_DIR}/framework/install/dist/install/ldap/acls.prop ${BEA_PRODUCT}/server/lib/

        #Update the path for weblogic, jdk in tekelec domain's file
		# we have now a single naming /opt/oracle/bea/jdk and /opt/oracle/bea/jdk, symlinks to atual jdk and jrockit
        find ${DOMAIN_DIR} -name  "*.sh"         -exec sed -i 's/jrockit_160_17_R28.0.0-679/jrockit/g' {} \;
        find ${DOMAIN_DIR} -name  "*.xml"        -exec sed -i 's/jrockit_160_17_R28.0.0-679/jrockit/g' {} \;
        find ${DOMAIN_DIR} -name  "*.properties" -exec sed -i 's/jrockit_160_17_R28.0.0-679/jrockit/g' {} \;
        find ${DOMAIN_DIR} -name  "*.sh"         -exec sed -i 's/jdk160_18/jdk/g' {} \;
        find ${DOMAIN_DIR} -name  "*.xml"        -exec sed -i 's/jdk160_18/jdk/g' {} \;
        find ${DOMAIN_DIR} -name  "*.properties" -exec sed -i 's/jdk160_18/jdk/g' {} \;

"
sed -i -e 's/jrockit_160_17_R28.0.0-679/jrockit/g' ~tekelec/.bash_profile
}

fn_nsp_update_jdk_TZ()
{
su - tekelec -c '
export NSP_PKG_DIR=/opt/nsp/nsp-package
java -jar ${NSP_PKG_DIR}/thirdparty/sun/tzupdater/tzupdater.jar -u >/dev/null 2>&1
java -jar ${NSP_PKG_DIR}/thirdparty/sun/tzupdater/tzupdater.jar -t >/dev/null 2>&1
if [ $? != 0 ]; then
		echo "TZ Information not updated for webLogic"
else
		echo "TZ information successfully updated in webLogic"
fi
'
# for JMX
java_cmd=$(rpm -ql java-1.6.0-openjdk | grep '/bin/java$')
$java_cmd -jar ${NSP_PKG_DIR}/thirdparty/sun/tzupdater/tzupdater.jar -u >/dev/null 2>&1
$java_cmd -jar ${NSP_PKG_DIR}/thirdparty/sun/tzupdater/tzupdater.jar -t >/dev/null 2>&1
if [ $? != 0 ]; then
	echo "TZ Information not updated for JMX"
else
	echo "TZ information successfully updated"
fi


}

fn_nsp_lock_config()
{
source /opt/nsp/scripts/procs/nsp_setenv.sh
echo "Locking configuration application..."
su - tekelec -c "
sqlplus /@nsp <<EOF > /dev/null 2>&1
DECLARE
   s_count NUMBER;
BEGIN
	SELECT COUNT(*) INTO s_count FROM COR_USERS WHERE RESTRICTED_ACCESS='S';
	IF (s_count = 0) THEN
		UPDATE COR_USERS SET RESTRICTED_ACCESS='S' WHERE USER_ID='tekelec';
		COMMIT;
	END IF;

EXCEPTION
    WHEN OTHERS THEN
	DBMS_OUTPUT.PUT_LINE( 'General error (' || SQLCODE || ') : ' || SQLERRM );

END;
/

exit
EOF
"

}


################################################################################
# Fix Start - PICR-337 PR-25135518 -  CorpArch asks us to resolve dependency of obsolete jnetpcap
fn_nsp_copy_pcap_files()
{

    export PCAP_EXPORTER_VER=1.8.1

    chown -R tekelec:tekelec ${BEA_HOME}
    if [ `getconf LONG_BIT` = 64 ]
    then
        fn_utl_log_msg "copy libpcapexporter-${PCAP_EXPORTER_VER}.so to disk "
	/bin/cp -f ${NSP_PKG_DIR}/thirdparty/pcap/pcap64/libpcapexporter-${PCAP_EXPORTER_VER}.so ${BEA_HOME}/wlhome/server/native/linux/x86_64/ >> ${NSP_INSTALL_LOG} 2>&1
	chown -R tekelec:tekelec ${BEA_HOME}/wlhome/server/native/linux/x86_64/libpcapexporter-${PCAP_EXPORTER_VER}.so
	chmod +x  ${BEA_HOME}/wlhome/server/native/linux/x86_64/libpcapexporter-${PCAP_EXPORTER_VER}.so
    else
	fn_utl_log_msg "copy libpcapexporter-${PCAP_EXPORTER_VER}.so to disk "
	/bin/cp -f ${NSP_PKG_DIR}/thirdparty/pcap/pcap/libpcapexporter-${PCAP_EXPORTER_VER}.so ${BEA_HOME}/wlhome/server/native/linux/i686/ >> ${NSP_INSTALL_LOG} 2>&1
	chown -R tekelec:tekelec ${BEA_HOME}/wlhome/server/native/linux/i686/libpcapexporter-${PCAP_EXPORTER_VER}.so
	chmod +x  ${BEA_HOME}/wlhome/server/native/linux/i686/libpcapexporter-${PCAP_EXPORTER_VER}.so
    fi

}
# Fix End

###############################################################################
# Fix Start - PICR-362 PR-25135518 Upgrade libpcap version to latest

fn_nsp_create_pcap_symlink()
{

    if [ `getconf LONG_BIT` = 64 ]
    then
	    fn_install_libpcap_and_create_symlink /usr/lib64
    else
            fn_install_libpcap_and_create_symlink /usr/lib
    fi

}


####################################################
# Remove old libpcap and install new libpcap
# Globals:
#  LIBPCAP_VER
#  NSP_INSTALL_LOG
# Arguments:
#  LIB_DIR_PATH : Path for lib directory in system
# Returns:
#  None
###################################################
fn_install_libpcap_and_create_symlink()
{
    
    LIB_DIR_PATH=$1
    export LIBPCAP_VER=1.8.1

    if [ -f "${LIB_DIR_PATH}/libpcap.so.1" ]
        then
            rm -f ${LIB_DIR_PATH}/libpcap.so.1
    fi

    if [ -f "${LIB_DIR_PATH}/libpcap.so" ]
        then
            rm -f ${LIB_DIR_PATH}/libpcap.so
    fi

    yes | /bin/cp -f  ${NSP_PKG_DIR}/thirdparty/pcap/libpcap/libpcap.so.${LIBPCAP_VER} ${LIB_DIR_PATH}/ >> ${NSP_INSTALL_LOG} 2>&1

    ln -s ${LIB_DIR_PATH}/libpcap.so.${LIBPCAP_VER} ${LIB_DIR_PATH}/libpcap.so && echo "SymLink ${LIB_DIR_PATH}/libpcap.so -> libpcap.so.${LIBPCAP_VER} created successfully"
    ln -s ${LIB_DIR_PATH}/libpcap.so.${LIBPCAP_VER} ${LIB_DIR_PATH}/libpcap.so.1 && echo "SymLink ${LIB_DIR_PATH}/libpcap.so.1 -> libpcap.so.${LIBPCAP_VER} created successfully"

    if [ $? != 0 ] ; then
            echo "WARNING: Unable to install libpcap "
    else
            echo "Successfully install libpcap"
    fi
}

# Fix End

##########################################################################
# Creating tekelec user and tekelec group. This is done as per new strategy for 10.1.5. Before 10.1.5 this user and group is getting created by weblogic spec file 

fn_nsp_create_user()
{
		#####################################
		# check/create tekelec group #
		#####################################
		echo "INFO: checking/creating 'tekelec' group" >> ${NSP_INSTALL_LOG}
		if grep -q '^tekelec:' /etc/group ; then
			echo "INFO: group 'tekelec' already exists" >> ${NSP_INSTALL_LOG}
		else
			/usr/sbin/groupadd tekelec
			echo "INFO: group 'tekelec' created" >> ${NSP_INSTALL_LOG}
			
		fi
	
		##########################
		# check/create tekelec user
		##########################
		echo "INFO: Checking/creating 'tekelec' user" >> ${NSP_INSTALL_LOG}
		if  grep -q 'tekelec:' /etc/passwd ; then
			echo "INFO: user 'tekelec' already exists" >> ${NSP_INSTALL_LOG}
		else
			echo "INFO: user 'tekelec' does not exist" >> ${NSP_INSTALL_LOG}
			/usr/sbin/useradd -m -u 5020 -d ${NSP_BASE_DIR} -g tekelec -p '$1$LrX/Cq4J$agFwsgUIcuzxmKheY7J9h1' tekelec
			/usr/sbin/usermod -a -G oinstall tekelec
			chown -R tekelec:tekelec ${NSP_BASE_DIR}
			echo "INFO: user 'tekelec' created" >> ${NSP_INSTALL_LOG}
		fi
		echo "tekelec:tekelec" | chpasswd
		chown -R tekelec:tekelec ${NSP_BASE_DIR}
}
#################################################################i
fn_nsp_create_certificate()
{
source ~tekelec/.bash_profile
echo "INFO: Converting certificate in a DER format." >> ${NSP_INSTALL_LOG}
#First, convert certificate in a DER format
chmod 777 $JAVA_HOME/lib/security/cacerts
su - tekelec -c "
openssl x509 -outform der -in ${NSP_PKG_DIR}/thirdparty/XMFWebserviceClient/cfgclient.pem -out ${NSP_PKG_DIR}/thirdparty/XMFWebserviceClient/cfgclient.der
keytool -delete -alias xmfwebservices -keystore ${JAVA_HOME}/lib/security/cacerts -storepass changeit -noprompt
keytool -import -alias xmfwebservices -keystore ${JAVA_HOME}/lib/security/cacerts -file ${NSP_PKG_DIR}/thirdparty/XMFWebserviceClient/cfgclient.der -storepass changeit -noprompt
sqlplus -S /@nsp << _EOF_
set heading off
DELETE FROM NSP.COR_SYSTEM_CONFIG WHERE CONFIGURATION_NAME='DSR_KEY_STORE';
INSERT INTO NSP.COR_SYSTEM_CONFIG (CONFIGURATION_NAME, CONFIGURATION_VALUE) VALUES ('DSR_KEY_STORE', '${JAVA_HOME}/jre/lib/security/cacerts');
INSERT INTO NSP.COR_SYSTEM_CONFIG (CONFIGURATION_NAME, CONFIGURATION_VALUE) VALUES ('ENABLE_SSL_CERTIFICATE', 'false');
commit;
exit
_EOF_
"
chmod 777 ${NSP_PKG_DIR}/thirdparty/XMFWebserviceClient/cfgclient.der
}




#!/bin/bash
source /etc/profile.d/std-nsp.sh
NSP_HOME="${BEA_HOME}/user_projects/domains/tekelec"

MODE=$1

case "$MODE" in
  start)
    START_SCRIPT="${NSP_HOME}/startNSP.sh"
    echo "### Starting NSP using $START_SCRIPT ###"
    ulimit -n 2048
    runuser - tekelec -c "$START_SCRIPT"
    ;;
  stop)
    echo "### Stopping NSP ###"
    runuser - tekelec -c "${NSP_HOME}/stopNSP.sh"
    ;;
  restart)
    echo "### Restarting NSP ###"
    runuser - tekelec -c "${NSP_HOME}/stopNSP.sh"
    sleep 30
    runuser - tekelec -c "${NSP_HOME}/startNSP.sh"
    ;;
  upgrade)
    START_SCRIPT="${NSP_HOME}/startNSP_upgrade.sh"
    echo "### Starting NSP in upgrade mode using $START_SCRIPT ###"
    ulimit -n 2048
    runuser - tekelec -c "$START_SCRIPT"
    ;;
  *)
    echo "Usage: $0 {start|stop|restart|upgrade}"
    exit 1
    ;;
esac



#!/bin/sh
# description: stop NSP Server

NSP_HOME="${BEA_HOME}/user_projects/domains/tekelec"
NSP_STARTUP_LOG_DIR="/var/log/nsp/startup"



echo "Stopping NSP cluster "
cd ${NSP_HOME}
./stoptekelec.sh > ${NSP_STARTUP_LOG_DIR}/stoptekelec.log 2>&1
sleep 60

echo "Stopping NodeManager "
pid=`ps -fu tekelec | grep weblogic.NodeManager | grep -v grep | awk '{print $2}'`
if [ x${pid} != x ]; then
	kill -9 ${pid}
fi


# kill instances processes if not terminated by Node Manager
for pid in `ps -fu tekelec | grep  "Dweblogic.Name=" | grep -v grep | awk '{print $2}'`
do
	kill -9 ${pid}
done

# Find the process ID (PID) of the running observer-api instance
PID=$(ps -ef | grep observer-api.jar | grep -v grep | awk '{print $2}')

if [ -z "$PID" ]; then
    echo "Observer API is Not-running."
else
    echo "Stopping Observer API (PID: $PID)..."
    kill $PID
    echo "Observer API stopped."
fi



